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Chapter 1

Introduction

The mutual interaction of electrons has profound consequences for the physical properties of
many solids. Transition metals and transition metal compounds, in particular, exhibit a variety
of phenomena, which are caused, or at least significantly influenced, by the Coulomb interac-
tion. Such phenomena include, e.g., all forms of magnetic order, metal-insulator transitions,
colossal magneto-resistance, or high-temperature superconductivity.

The standard tool in solid-state physics for the investigation of metals is the Local-Density
Approximation (LDA) to Density-Functional Theory. For the investigation of transition metals
and their compounds, however, this method often turns out to be insufficient. It is generally
believed that the shortcomings of the LDA for these materials are due to an inadequate
treatment of the local (atomic) Coulomb interaction. Thus, phenomena in transition metals
require the treatment by means of more reliable many-particle theories.

Unfortunately, for the investigation of real three-dimensional electronic systems, many-
particle theory does not provide a viable alternative to effective single-particle theories such as
the LDA. While perturbation theories at small or large interaction strength could be applied,
they are usually not adequate for transition metals or their compounds, where the Coulomb
interaction is neither small nor large compared to the electron band width. Numerically exact
methods, e.g., exact diagonalisation and quantum Monte-Carlo algorithms, are not suitable
either, due to the limited number of lattice sites that can be treated within such approaches.

In the past two decades, significant progress in the investigation of realistic correlated
electron models has been made by means of approximations which are based on the limit of
infinite spatial dimensions. The exact evaluation of Hubbard models in that limit leads to
the ‘Dynamical-Mean-Field-Theory’ (DMFT), which has been applied to quite a number of
systems in the past decade. A solution of the DMFT equations for multi-band Hubbard models,
which describe transition metals and their compounds, is numerically quite challenging. Up
to now, this method has only been able to provide a gross picture of the quasi-particle band
structures in multi-band systems, e.g., the momentum-integrated density of states.

An important alternative to the DMFT is the Gutzwiller variational theory, which is based
on a diagrammatic expansion that also becomes exact in the limit of infinite spatial dimensions.
In recent years, we have formulated the analytical aspects of this theory and have developed a
numerical code, which makes a numerical treatment of a large number of multi-band models
for real materials possible. In comparison to the DMFT, the numerical effort to carry out
Gutzwiller calculations for multi-band models is significantly smaller. It thus yields results
which resolve the quasi-particle band structure more accurately.

It is the purpose of this work to give a thorough introduction to all relevant aspects of the
Gutzwiller theory and to related methods. Our presentation is structured as follows:

In chapter 2, we begin with an introduction into the general class of multi-band Hubbard
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models, which are believed to yield a suitable description of transitions metals and their
compounds. To investigate a specific material by means of the Gutzwiller theory, one has to
employ ab-initio methods which allow a Hubbard model to be derived from the full electronic
Hamiltonian. We discuss the two most important ab-initio methods, the Hartree- Fock theory
and the Density-Functional Theory, in chapter 3.

In chapter 4, we introduce the general class of Gutzwiller wave functions, which are used
for our investigation of multi-band Hubbard models. In addition, we give a brief historical
review of the theory as it has developed since Gutzwiller introduced his variational method
for a single-band Hubbard model in his seminal work in 1963.

We discuss the evaluation of Gutzwiller wave functions in the limit of infinite spatial di-
mensions in detail in chapter 5. Alternative ways to derive the same energy functional are
introduced in chapter 6. The Gutzwiller approximation scheme, which is based on Gutzwiller’s
combinatorial counting arguments, and the slave-boson mean-field theory both allow the in-
vestigation of particular Hubbard models with only density-density-type interaction terms.
Up to now, both methods could not be applied successfully to general multi-band models. We
introduce a new slave-boson scheme that allows the treatment of general Hubbard models and
reproduces the results of the Gutzwiller theory derived in chapter 5.

The Gutzwiller wave function constitutes an approximation for the true many-particle
ground state of a multi-band Hubbard model. For certain properties, this already yields
valuable insights into the physics of such models, e.g., the appearance of spin-ordered ground
states. More interesting than the properties of the ground state, however, are those of the
elementary excitations because they are probed by the majority of experiments relevant to
solid-state physics. In chapter 7, we explain how single-particle excitations in a Fermi liquid
can be calculated within the Gutzwiller theory. For the calculation of two-particle excitations,
the time-dependent Gutzwiller theory can be employed. We give a derivation of this theory
for general multi-band models in chapter 8.

Chapters 9 and 10 contain applications of the Gutzwiller theory. In chapter 9, we consider
the physics of two-band model systems. We discuss the emergence of ferromagnetism, orbital
order, and metal-insulator transitions in such models. In chapter 10, we address the physics
of two materials. First, we present our results for the quasi-particle bands and the magnetic
properties of fcc nickel. Next, we investigate the Fermi-surface topology of NaxCoO2.



Chapter 2

Systems and Models

In the first section of this chapter, we briefly remind the reader of the general electronic
many-particle problem that we face in solid-state theory. Due to the two-particle Coulomb
interaction between electrons, it is not possible to solve the full electronic problem, even
numerically. Many properties of solids, however, are already well described by much simpler
model Hamiltonians. For transition metals and their compounds, these are the ‘multi-band
Hubbard models’. They will be we derived in sections 2.2 and 2.3. Finally, in section 2.4, we
introduce some related models, which we investigate later in this work.

2.1 The Electronic Many-Particle Problem

The starting point of non-relativistic solid-state theory is the many-particle Hamiltonian [1]

Ĥ1.Q
SS =

NN∑

i

P̂ 2
i

2Mi
+
e2

2

NN∑

i6=j=1

ZiZj

|R̂i − R̂j |
+

Ne∑

n

p̂2
n

2m

+
e2

2

Ne∑

n6=m=1

1

|r̂n − r̂m| − e2
Ne∑

n

NN∑

i

Zi

|R̂i − r̂n|
, (2.1)

which describes a system with

i) NN nuclei with charge eZi, mass Mi, and momentum and position operators R̂i, P̂i,

ii) Ne =
∑

i Zi electrons of charge e, mass m, and momentum and position operators r̂n,
p̂n.

Note that vectors are denoted by bold variables (e.g., r) throughout this work. The operator
Ĥ1.Q

SS is given in first quantisation in (2.1). In order to obtain the correct quantum mechanical
problem, the corresponding many-particle wave functions for electrons and nuclei must obey
the (anti)symmetry conditions for identical particles; see, e.g., reference [2]. Technically this
can be achieved most easily by employing the method of second quantisation [3]. Before we
introduce this formalism, the very general Hamiltonian (2.1) is simplified for the purpose of
this work, which is solely the investigation of the electronic properties of solids.

We take for granted the experimental finding that the nuclei form a regular crystal lattice
at zero temperature. Quantum mechanically, this is obviously a somewhat dubious statement
since Heisenberg’s uncertainty principle also applies to the nuclei. More precisely, it means that
to leading order in the expansion parameter ceb ≡ (m/Mi)

1/4, electronic dynamics is decoupled
from the nucleal dynamics. This is the essence of the ‘adiabatic’ or ‘Born-Oppenheimer’
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approximation [4, 5]. In this approximation, the nuclei appear in the effective electronic
Hamiltonian

ˆ̄H1.Q
el =

Ne∑

n

(
p̂2

n

2m
+ V (r̂n)

)

+
e2

2

Ne∑

n6=m=1

1

|r̂n − r̂m| = ˆ̄H1.Q
0 + ˆ̄H1.Q

I (2.2a)

as a static potential

V (r) ≡ e2
NN∑

i

Zi

|Ri − r| (2.2b)

with vectors Ri that define the periodic lattice. The effective Hamiltonian of the nuclei in
the adiabatic approximation leads to phonons. In this work, we are solely interested in the
electronic properties of solids. Hence, we are not going into more details on the phonon
degrees of freedom and, consequently, we also neglect the electron-phonon coupling, which,
energetically, is an effect of order c3eb.

Apart from the spatial degrees of freedom, electrons carry a spin 1/2, i.e., the actual
electronic problem is given by the Hamiltonian

Ĥ1.Q
el = ˆ̄H1.Q

el ⊗ 1̂ , (2.2c)

where 1̂ is the unit matrix in spin-space.

We introduce a basis of single-particle states |σ〉, where the label σ combines the spatial
and the spin degrees of freedom. Hence, the corresponding wave function is given by φσ(r)χσ

with a spatial wave function φσ(r) = 〈r|σ〉 and a two-dimensional spinor χσ = 〈χ|σ〉. With
this basis, the Hamiltonian (2.2c) in second quantisation has the form

Ĥel =
∑

σ1,σ2

εσ1,σ2 ĉ
†
σ1
ĉσ2

+
1

2

∑

σ1,σ2,σ3,σ4

Uσ1,σ2,σ3,σ4 ĉ
†
σ1
ĉ†σ2

ĉσ3
ĉσ4

(2.3a)

≡ Ĥ0 + ĤI , (2.3b)

where, setting ~ = 1 in this work,

εσ1,σ2 ≡ δχσ1 ,χσ2

∫

d3r φ∗σ1
(r)

(

−∆r

2m
+ V (r)

)

φσ2
(r) , (2.3c)

Uσ1,σ2,σ3,σ4 ≡ δχσ1 ,χσ4
δχσ2 ,χσ3

e2
∫

d3r

∫

d3r′φ
∗
σ1

(r)φ∗σ2
(r′)φσ3

(r′)φσ4
(r)

|r − r′| . (2.3d)

When we work with a basis of position eigenstates |r〉 and the corresponding field operators

ψ̂
(†)
s (r), the Hamiltonian (2.3a) can be written in the form

Ĥel =
∑

s

∫

d3r ψ̂†
s(r)

(

−∆r

2m
+ V (r)

)

ψ̂s(r) (2.3e)

+
1

2

∑

s,s′

∫

d3r

∫

d3r′ ψ̂†
s(r)ψ̂†

s′(r
′)

e2

|r − r′| ψ̂s′(r
′)ψ̂s(r) ,

where s, s′ are spin indices.

Despite the fact that the Hamiltonian (2.3) only contains electronic degrees of freedom, it
still represents a difficult many-particle problem, which, in general, is unsolvable. Strategies
to deal with it approximately fall into two categories:
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i) Model-system approaches: In order to explain experiments, which probe certain elec-
tronic properties, we will usually be interested into excitations within a certain energy
range. For example, the excitation of electrons in inner shells of transition metals re-
quires energies of up to 104 eV. Therefore, it should be possible to describe their influence
on electrons near the Fermi level of a metal by a proper adjustment of the one-particle
potential (2.2b). In this way, the full electronic Hamiltonian may be replaced by some
‘model system’ of which one hopes that it describes the particular electronic properties of
interest correctly. An important class of models in many-particle theory, the ‘multi-band
Hubbard models’, will be introduced in the following section.

ii) Ab-initio approaches: In order to work with the full Hamiltonian (2.2c), one has to accept
that the available approximations are significantly cruder than many of those, which have
been developed for the treatment of model systems. The two most important of such ‘ab-
initio’ approaches are the ‘Hartree-Fock theory and the ‘Local-Density Approximation’
to the ‘Density-Functional Theory’. We will give an introduction to both approaches
in chapter 3. Often, ab-initio methods are used to derive the explicit form of a model
Hamiltonian for the investigation of a specific material. Practical ways to derive multi-
band Hubbard models from ab-initio data will be discussed in chapter 10 and appendix G.

2.2 Hubbard Models

The basis of single-particle wave functions φσ(r) that is used in the second quantisation can
be chosen arbitrarily. In order to derive multi-band Hubbard models, we need to introduce a
basis of states that are localised around the sites Ri of our lattice. As a first step, we assume
that the ‘atomic’ one-particle problem is solved, i.e., we start from the eigenstates ηi,α(r) of
the Schrödinger equation

(

−∆r

2m
+ e2

Zi

|Ri − r|

)

ηi,α(r) = εi,αηi,α(r) , (2.4)

with corresponding eigenvalues εi,α. As an abbreviation, we introduce the index γ ≡ (i, α),
which combines the lattice site index i and the orbital quantum number α. The orbital states
ηγ(r), are localised around their respective lattice site Ri. They are, however, not necessarily
orthogonal. In general, one finds

〈
ηγ |ηγ′

〉
=

∫

d3r η∗γ(r)ηγ′(r) ≡ δγ,γ′ + Sγ,γ′ , (2.5)

where Sγ,γ′ are the elements of a finite ‘overlap’-matrix S̃. Following reference [6], we introduce

M̃ = (1̃ + S̃)−1/2 ≈ 1̃ − 1

2
S̃ +

3

8
S̃2 − · · · , (2.6)

which is a well defined matrix since S̃ is Hermitian. The matrix M̃ yields a transformation to
a new basis of states

|η̄γ〉 =
∑

γ′

Mγ′,γ

∣
∣ηγ′

〉
, (2.7)

which are, by construction, orthogonal

〈
η̄γ |η̄γ′

〉
=
∑

γ̃,γ̃′

Mγ,γ̃

〈
ηγ̃ |ηγ̃′

〉

︸ ︷︷ ︸

[M̃−1M̃−1]γ̃,γ̃′

Mγ̃′,γ′ = δγ,γ′ . (2.8)
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The new states η̄i,β(r) = 〈r|η̄i,β〉 still carry a site index i, although, from (2.7) it is clear that
they have an admixture of states ηi′,α(r) at different sites i′ 6= i. As long as the states ηi,α(r)
are well localised in comparison to the distances to neighbouring sites, the elements S̃(i,α),(i′,α′)

of the overlap-matrix are small. Consequently, the states η̄i,α(r) are also well localised around
the site i since the main contribution in (2.7) stems from states at the same site.

Now, with a proper basis of localised states at hand, we diagonalise the local Hamilton
matrix

H0;i
β,β′ ≡ 〈η̄i,β | ˆ̄H1.Q

0 |η̄i,β′〉 (2.9)

for each site i via some unitary transformation T i
b,β,

∑

β,β′

T i
b,βH

0;i
β,β′

(
T i

b′,β′

)∗
= δb,b′εi,b . (2.10)

The resulting eigenstates

φi,b(r) =
∑

β

T i
b,β η̄i,β(r) (2.11)

of H0;i
β,β′ now have the proper site symmetry, i.e., they are classified by representations of the

point-symmetry group of each site i.

With the orbital basis (2.11), the one-particle Hamiltonian Ĥ0 in second quantisation has
the ‘tight-binding’ form

Ĥ0 =
∑

i,j

∑

σ,σ′

tσ,σ′

i,j ĉ†i,σ ĉj,σ′ , (2.12)

where the indices σ = (b, s) combine the orbital index b and the spin index s. The ‘hopping’

parameters tσ,σ′

i,j are defined analogous to εσ1,σ2 in (2.3c). Here, the local parameters tσ,σ′

i,i are
diagonal by construction,

tσ,σ′

i,i = δσ,σ′εi,σ , (2.13)

where εi,σ = εi,b with b as the orbital part of the combined index σ. The interaction part of
the Hamiltonian in second quantisation reads

ĤI =
1

2

∑

σ1,σ2,σ3,σ4
i1,i2,i3,i4

Uσ1,σ2,σ3,σ4
i1,i2,i3,i4

ĉ†i1,σ1
ĉ†i2,σ2

ĉi3,σ3
ĉi4,σ4

, (2.14)

with respect to the local basis (2.11). Here, the Coulomb parameters U
(... )
(... ) are defined in the

same way as those in equation (2.3d).

So far, we have made no approximations and we still work with the full electronic Hamil-
tonian. Due to the locality of the local basis (2.11), the biggest of the Coulomb parameters
in (2.14) are certainly those with the same lattice site indices i1, . . . , i4. The approximation
that leads us to multi-band Hubbard models is to neglect all terms in (2.14) with more than
one lattice site involved. Hubbard models, thus, have the general form

ĤH =
∑

i,j

∑

σ,σ′

tσ,σ′

i,j ĉ†i,σ ĉj,σ′ +
1

2

∑

i

∑

σ1,σ2,σ3,σ4

Uσ1,σ2,σ3,σ4
i ĉ†i,σ1

ĉ†i,σ2
ĉi,σ3

ĉi,σ4
. (2.15)

The Hamiltonian (2.15) still contains an infinite number of orbitals. We diagonalise the single-
particle term,

Ĥ0 =
∑

k,σ,σ′

ε0k;σ,σ′ ĉ
†
k,σ ĉk,σ′ =

∑

k,γ

E0
k,γ ĥ

†
k,γ ĥk,γ , (2.16)
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with

ε0k;σ,σ′ ≡ 1

L

∑

i,j

tσ,σ′

i,j eik(Ri−Rj) , (2.17a)

ĉ
(†)
k,σ ≡ 1√

L

∑

i

e∓ikRi ĉ
(†)
i,σ , (2.17b)

by means of a unitary transformation

ĥ†k,γ =
∑

σ

uγ,σ(k)ĉ†k,σ . (2.18)

This leads to band states |k, γ〉, which, in the ground state of Ĥ0, are occupied below the
Fermi energy, E0

k,γ < EF. Obviously, all orbitals φi,b(r) that are energetically far below
or above the Fermi energy are either fully occupied or unoccupied and, hence, they do not
influence the physics of the system also for finite Coulomb interactions. Therefore, in Hubbard
models one usually includes only a limited number of orbitals, which are energetically near the
Fermi energy of Ĥ0. In the following sections, we discuss the two simplest examples for this
procedure, the Hubbard models with one and two orbitals per lattice site.

The local approximation for the Coulomb interaction, which led to the Hubbard Hamilto-
nian (2.15), is difficult to justify within the derivation we used in this section. Although some
of the purely local interaction parameters are certainly amongst the biggest, the non-local
terms will usually not be smaller by orders of magnitude and their number is much larger than
that of the local terms. Therefore, from our derivation here, it seems unlikely that the Hubbard
model captures the physics of the full electronic Hamiltonian correctly, at least quantitatively.
As we will see in the following section, however, ab-initio methods like the Hartree-Fock or
the Density-Functional Theory describe the electronic many-particle system by an effective
single-particle Hamiltonian. Such a Hamiltonian captures already, to some extent, non-local
contributions from the Coulomb interaction. Practical ways to derive an effective Hubbard
model Hamiltonian for a material from ab-initio calculations will be discussed in chapter 10
and appendix G.

2.3 Examples

As the simplest examples we introduce the Hubbard models with one and two orbitals per
lattice site in this section.

2.3.1 One-Band Hubbard Model

When there is only one orbital per site and the Coulomb interaction parameter

U = U↑,↓,↓,↑
i (2.19)

is site independent, the Hubbard model (2.15) has the form [7–9]

Ĥ1B =
∑

i,j

∑

s

ti,j ĉ
†
i,sĉj,s + U

∑

i

n̂i,↑n̂i,↓ , (2.20)

where
n̂i,s = ĉ†i,sĉi,s (2.21)

counts the number of electrons on site i with spin s =↑, ↓. Due to its simplicity, the Hubbard
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U

t

Figure 2.1: A qualitative illustration of the
two-site model (2.22).

model with one orbital or, as it is often denoted, the ‘one-band’ Hubbard model, is generally
regarded as the ‘standard model’ in correlated electron theory. It is the subject of innumerable
analytical and numerical works because, in general, it cannot be solved exactly. For an overview
on the Hubbard model in one dimension, see, e.g., reference [10]. The opposite limit of large
spatial dimensions can be tackled within the ‘Dynamical-Mean-Field-Theory’; for an overview
on this approach see, e.g., references [11, 12].

The simplest one-orbital Hubbard model consists of only two lattice sites, see figure 2.1.
It has the form

Ĥts = t
∑

s

(

ĉ†1sĉ2s + ĉ†2sĉ1s

)

+ U
2∑

i=1

n̂i,↑n̂i,↓ . (2.22)

In the subsequent chapters, we will use this ‘toy model’ several times in order to compare the
different theoretical methods that are used in this work; see sections 3.1.3, 4.2.2, 5.4.2 and
appendix G.2. The exact eigenstates and energies of the two-site Hubbard model are derived
in appendix B.

2.3.2 Two-Band Hubbard Model

For simplicity, and later use, we consider a model with two degenerate eg orbitals ϕu and ϕv per
site on a cubic lattice. Here, we focus on the Coulomb part of the Hubbard Hamiltonian (2.15).
The tight-binding parameters in the corresponding single-particle Hamiltonian Ĥ0 will be
specified in section 9.1 where we investigate the physical properties of the two-band Hubbard
model.

The local atomic Hamiltonian of a d-shell in a cubic environment is studied in appendix C.
We can derive the local Hamiltonian for two eg orbitals from the general Hamiltonian (C.3)
by keeping only those terms that contain eg orbitals. This leads to

Ĥ2b
I = U

∑

e

n̂e,↑n̂e,↓ + U ′∑

s,s′

n̂1,sn̂2,s′ − J
∑

s

n̂1,sn̂2,s (2.23)

+J
∑

s

ĉ†1,sĉ
†
2,s̄ĉ1,s̄ĉ2,s + J

(

ĉ†1,↑ĉ
†
1,↓ĉ2,↓ĉ2,↑ + ĉ†2,↑ĉ

†
2,↓ĉ1,↓ĉ1,↑

)

.

Here, e = 1, 2 labels the eg orbitals, s =↑, ↓ is the spin index and we use the convention ↑̄ ≡↓,
↓̄ ≡↑. The Coulomb parameters U , U ′ and the exchange parameter J are related to the Racah
parameters A,B,C, see equations (C.7), through

U = A+ 4B + 5C , (2.24a)

U ′ = A− 4B + 3C , (2.24b)

J = 4B + C . (2.24c)

Only two of the three parameters (2.24) are independent, and we have U = U ′ + 2J , compare
equation (C.5a).
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# Atomic eigenstate |Γ〉 Symmetry energy EΓ

1 |↑, ↑〉 3A2 U ′ − J

2 (|↑, ↓〉 + |↓, ↑〉)/
√

2 3A2 U ′ − J
3 |↓, ↓〉 3A2 U ′ − J

4 (|↑, ↓〉 − |↓, ↑〉)/
√

2 1E U ′ + J

5 (|↑↓, 0〉 − |0, ↑↓〉)/
√

2 1E U − JC

6 (|↑↓, 0〉 + |0, ↑↓〉)/
√

2 1A1 U + JC

Table 2.1: Two-particle eigenstates with symmetry specifications and energies.

There are four spin-orbital states σ = (e, s) per atom, leading to a 24 = 16-dimensional
atomic Hilbert space. All eigenstates |Γ〉 of Ĥ2b

I with particle numbers N 6= 2 are simple Slater
determinants of spin-orbital states |σ〉 and their energies are

EΓ = 0 (N = 0, 1) ,
EΓ = U + 2U ′ − J (N = 3) ,
EΓ = 2U + 4U ′ − 2J (N = 4) .

(2.25)

The two-particle eigenstates are slightly more complicated because some of them are linear
combinations of Slater determinants. We introduce the basis

∣
∣s, s′

〉
≡ ĉ†1,sĉ

†
2,s′ |0〉 , (2.26a)

|↑↓, 0〉 ≡ ĉ†1,↑ĉ
†
1,↓ |0〉 , (2.26b)

|0, ↑↓〉 ≡ ĉ†2,↑ĉ
†
2,↓ |0〉 (2.26c)

of two-particle states, which are used to set up the eigenstates of Ĥ2b
I , see table 2.3.2. The

states of lowest energy are the three triplet states with spin S = 1, which belong to the
representation A2 of the cubic point-symmetry group. Finding a high-spin ground state is a
simple consequence of Hund’s first rule. Higher in energy are the two degenerate singlet states
of symmetry E and the non-degenerate singlet state of symmetry A1.

2.4 Related Models

2.4.1 Non-Local Coulomb Interactions

In Hubbard models, as derived in section 2.2, only the local terms of the Coulomb interaction
are captured. An obvious generalisation of these models arises when we add non-local terms
between certain sites, e.g., nearest neighbours,

ĤI,nn ≡ 1

2

∑

σ1,σ2,σ3,σ4

∑

〈i,j〉

[

Uσ1,σ2,σ3,σ4
i,j,j,i ĉ†i,σ1

ĉ†j,σ2
ĉj,σ3

ĉi,σ4
+ Uσ1,σ2,σ3,σ4

i,j,i,j ĉ†i,σ1
ĉ†j,σ2

ĉi,σ3
ĉj,σ4

+Uσ1,σ2,σ3,σ4
i,i,j,j ĉ†i,σ1

ĉ†i,σ2
ĉj,σ3

ĉj,σ4
(2.27)

+
(

Uσ1,σ2,σ3,σ4
i,j,j,j ĉ†i,σ1

ĉ†j,σ2
ĉj,σ3

ĉj,σ4
+ Uσ1,σ2,σ3,σ4

j,i,j,j ĉ†j,σ1
ĉ†i,σ2

ĉj,σ3
ĉj,σ4

+ h.c.
)]

.

Here, 〈i, j〉 denotes a restriction of the sum to those neighbouring sites for which the Coulomb
interaction is assumed to be finite. If the orbitals are very localised, the first term in (2.27) is
dominant since these direct Coulomb interactions (∼ Uσ1,σ2,σ3,σ4

i,j,j,i ) stay finite even if the overlap
of orbitals on different sites vanishes.
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For the one-band Hubbard model, the Coulomb interaction Hamiltonian (2.27) simplifies
to

Ĥ1b
I,nn =

∑

<i,j>




∑

s,s′

(V − Jδs,s′)n̂i,sn̂j,s′ + 2Jĉ†i,↑ĉi,↓ĉ
†
j,↑ĉj,↓ + Jcĉ

†
i,↑ĉ

†
i,↓ĉj,↓ĉj,↑ (2.28)

+
∑

s

(

T ĉ†i,sĉj,sn̂i,s̄ + h.c.
)
]

.

The implications of non-local terms in the single-band Hubbard model are studied, for example,
in references [13–18].

2.4.2 t-J Model

The t-J model has been studied extensively within the Gutzwiller theory. It derives perturba-
tively from the single-band Hubbard model in the large-U limit. For U = ∞ and band fillings
n ≤ 1/2, there are no doubly-occupied sites in the single-band Hubbard model. Therefore,
one can investigate the effective Hamiltonian

Ĥeff
1 ≡

∑

i,j

∑

s

ti,j(1 − n̂i,s̄)ĉ
†
i,s(1 − n̂j,s̄)ĉj,s , (2.29)

instead of Ĥ1B since, in the subspace without double occupancy, both Hamiltonians are equiv-
alent. Mathematically, this means that

P̂0Ĥ1BP̂0 = P̂0Ĥ
eff
1 P̂0 , (2.30)

where

P̂0 ≡
∏

i

(1 − n̂i,↑n̂i,↓) (2.31)

is the projector onto the space without doubly-occupied sites.
To find the ground state (or excited states) of (2.29), is already quite challenging and, in

general, impossible; see, e.g., reference [19] on exact results for a U = ∞ Hubbard model with
a single hole. Apart from the special case of half band filling [20–24], standard perturbation
theory cannot be employed to investigate the leading corrections in powers of ti,j/U for the
single-band Hubbard model since it requires a diagonalisation of (2.29).

It is possible to derive an effective Hamiltonian beyond (2.29), which is correct up to a
certain order in ti,j/U . Such an effective Hamiltonian may then be investigated by approximate
numerical or analytical techniques. The derivation of effective Hamiltonians for large U goes
back to a work by Harris and Lange [25]. More recent results on large U expansions for the
Hubbard model can be found in references [26–29].

We write the single-band Hubbard model as

Ĥ1b = H0‖ +H0⊥ +HI , (2.32)

where the operators

Ĥ0‖ ≡
∑

i,j

∑

s

ti,j(1 − n̂i,s̄)ĉ
†
i,s(1 − n̂j,s̄)ĉj,s + ti,jn̂i,s̄ĉ

†
i,sn̂j,s̄ĉj,s , (2.33a)

Ĥ0⊥ ≡
∑

i,j

∑

s

ti,j(1 − n̂i,s̄)ĉ
†
i,sn̂j,s̄ĉj,s + ti,jn̂i,s̄ĉ

†
i,s(1 − n̂j,s̄)ĉj,s . (2.33b)
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either preserve the number of doubly occupied sites (Ĥ0‖), or, change this number by one

(Ĥ0⊥). For large U , the operator Ĥ0⊥ induces high-energy excitations, which, to leading order
in ti,j/U , one can eliminate by the unitary transformation

Ĥ ′
1b ≡ eiŜĤ1be

−iŜ (2.34)

with

Ŝ ≡ i
∑

i,j

∑

s

ti,j
U

(

(1 − n̂i,s̄)ĉ
†
i,sn̂j,s̄ĉj,s − h.c.

)

. (2.35)

An expansion of e−iŜ to leading order in ti,j/U yields

Ĥ ′
1b = ĤI + Ĥ ′

1 + Ĥ ′
2 + O

(

t3i,j
U2

)

, (2.36)

where

Ĥ ′
1 = Ĥ0 + i[Ŝ, ĤI] = Ĥ0‖ ∼ ti,j , (2.37a)

Ĥ ′
2 = i[Ŝ, Ĥ0] +

i2

2
[Ŝ, [Ŝ, ĤI]] ∼

t2i,j
U

. (2.37b)

Up to this point, the expansion of the Hamiltonian Ĥ ′
1b is exact to order t3i,j/U

2. Now,
again, we define an effective Hamiltonian

Ĥeff = Ĥeff
1 + ĤJ + Ĥ3 (2.38)

through the condition that Ĥeff and Ĥ ′
1b are the same in the subspace without double occu-

pancy, i.e.,
P̂0Ĥ

′
1bP̂0 = P̂0Ĥ

eff P̂0 . (2.39)

The operator Ĥeff
1 in (2.38) has already been defined in (2.29). Its two leading corrections, the

operators ĤJ and Ĥ3, are given by

ĤJ ≡ 1

2

∑

i,j

4|ti,j |2
U

(

ŜiŜj −
1

4
n̂in̂j

)

, (2.40a)

Ĥ3 ≡ −
∑

i6=j 6=k( 6=i)

ti,jtj,k
U

∑

s

(

ĉ†i,sĉk,sn̂j,s̄ − ĉ†i,sĉk,s̄ĉ
†
j,s̄ĉj,s

)

. (2.40b)

If one neglects the three-site term Ĥ3 in (2.38), the ‘t-J model’ results

Ĥt−J ≡ Ĥeff
1 + ĤJ , (2.41)

The three site terms are, however, of the same order t2i,j/U and, therefore, it is unclear if (or

when) it might be justified to neglect them. At half band filling, both operators Ĥeff
1 and Ĥ3

vanish in the subspace without double occupancies and the Heisenberg spin model results.





Chapter 3

Ab-Initio Methods

In the previous chapter, we introduced the general electronic Hamiltonian in theoretical solid-
states physics, see equations (2.2) or (2.3). As discussed already in section 2.1, one can either
try to simplify that Hamiltonian leading to certain classes of model Hamiltonians or one
aims at an ‘ab-initio’ treatment of the full Hamiltonian. The two most important ‘ab-initio’
methods are the Hartree-Fock theory and the Density-Functional Theory, which we discuss in
sections 3.1 and 3.2, respectively.

3.1 Hartree-Fock Theory

We start this chapter with a derivation of the general Hartree-Fock equations in section 3.1.1.
As two simple examples, the Hartree-Fock equations are solved for the jellium model and a
two-site Hubbard model in sections 3.1.2 and 3.1.3, respectively. We close the first part of this
chapter on ab-initio methods with a discussion of merits and shortcomings of the Hartree-Fock
theory in section 3.1.4.

3.1.1 Derivation of the Hartree-Fock Equations

The Hartree-Fock theory can be derived in various ways, all leading to equivalent results.
The most transparent derivation is based on a diagrammatic expansion of the single-particle
Green’s function; see, e.g., reference [30]). It naturally covers systems at finite temperatures
and provides a systematic way to investigate dynamical properties. In our derivation, we use
a variational approach since it is closely related to the Density-Functional Theory and, more
importantly, to the Gutzwiller variational theory.

The Hartree-Fock theory provides variationally the optimal one-particle wave function to
the Hamiltonian (2.3). Such a wave function is defined as a Slater determinant

|Ψ0〉 =
∏

γ(occ.)

ĥ†γ |0〉 , (3.1)

in which certain one-particle states |γ〉 are occupied. The operators ĥ†γ and ĉ†σ are related by
a unitary transformation

ĥ†γ =
∑

σ

uγ,σ ĉ
†
σ , (3.2a)

ĉ†σ =
∑

γ

u∗γ,σĥ
†
γ . (3.2b)
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The unitarity of the transformation implies that

∑

σ

u∗γ,σuγ′,σ = δγ,γ′ . (3.3)

It is chosen such that the expectation value

〈
Ĥel

〉

Ψ0
=
∑

σ1,σ2

εσ1,σ2

〈
ĉ†σ1

ĉσ2

〉

Ψ0
+

1

2

∑

σ1,σ2,σ3,σ4

Uσ1,σ2,σ3,σ4

〈
ĉ†σ1

ĉ†σ2
ĉσ3
ĉσ4

〉

Ψ0
(3.4)

of the Hamiltonian (2.3) with respect to |Ψ0〉 is minimal. With Wick’s theorem, see equa-
tion (A.2) in appendix A, we find

〈
ĉ†σ1

ĉ†σ2
ĉσ3
ĉσ4

〉

Ψ0
=
〈
ĉ†σ1
ĉσ4

〉

Ψ0

〈
ĉ†σ2

ĉσ3

〉

Ψ0
−
〈
ĉ†σ1

ĉσ3

〉

Ψ0

〈
ĉ†σ2
ĉσ4

〉

Ψ0
, (3.5a)

with
〈
ĉ†σi
ĉσj

〉

Ψ0
=
∑

γ(occ.)

u∗γ,σi
uγ,σj

. (3.5b)

Therefore, the expectation value (3.4) reads

〈
Ĥel

〉

Ψ0
=

∑

σ1,σ2

εσ1,σ2

∑

γ(occ.)

u∗γ,σ1
uγ,σ2

+ (3.6)

1

2

∑

σ1,σ2,σ3,σ4

Uσ1,σ2,σ3,σ4

∑

γ,γ′(occ.)

(
u∗γ,σ1

uγ,σ4
u∗γ′,σ2

uγ′,σ3
− u∗γ,σ1

uγ,σ3
u∗γ′,σ2

uγ′,σ4

)
.

It must be minimised with respect to u∗γ,σ (or, equivalently, with respect to uγ,σ) with the
additional constraints given by equations (3.3) for γ = γ′. These constraints are implemented
by adding Lagrange-parameter terms to (3.6),

∂

∂u∗γ,σ

[

〈
Ĥel

〉

Ψ0
−
∑

γ

Eγ

(
∑

σ′

|uγ,σ′ |2 − 1

)]

= 0 . (3.7)

Note that equations (3.3) for γ 6= γ′ are implemented by a proper solution of equation (3.9a),
see below. With the obvious symmetries

Uσ1,σ2,σ3,σ4 = Uσ2,σ1,σ4,σ3 , (3.8)

equation (3.7) yields the effective one-particle Schrödinger equation

∑

σ′

(εσ,σ′ + Σσ,σ′)uγ,σ′ = Eγuγ,σ , (3.9a)

where we introduced the Hartree-Fock ‘self-energy’

Σσ,σ′ ≡
∑

σ1,σ2

(
Uσ,σ1,σ2,σ′ − Uσ,σ1,σ′,σ2

) ∑

γ(occ.)

u∗γ,σ1
uγ,σ2

. (3.9b)

The first and the second term in (3.9b) are denoted as the ‘Hartree’ and the ‘Fock’ (or
‘exchange’) contribution, respectively. Note that the self-energy Σσ,σ′ still depends on the
wave function (3.1) and, therefore, the ‘Hartree-Fock equations’ (3.9a) have to be solved self-
consistently. From equation (3.9a) it becomes apparent why the Hartree-Fock approximation
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is also denoted as a ‘mean-field theory’. The electronic interaction appears in eq. (3.9a) solely
through the self-energy (3.9b), i.e., it has the form of an effective or ‘mean’ field.

The Hartree-Fock ground state often has the special form

|ΨHF〉 =
∏

γ(Eγ<EF)

ĥ†γ |0〉 (3.10)

with a Fermi energy EF, which is determined by the particle number

N =
∑

γ(Eγ<EF)

1 . (3.11)

For infinite systems, one can prove that the occupied levels are indeed given by a condition
Eγ < EF [31], whereas, for finite systems, a more complicated Hartree-Fock ground state
cannot be excluded.

Due to the self-consistency, it is usually impossible to prove rigorously that a certain
solution |ΨHF〉 of the Hartree-Fock equations is indeed the one-particle state of lowest energy.
At least for translationally invariant systems, which we consider in this work, it will usually
be simple to identify the optimum Hartree-Fock state by symmetry arguments. The stability
of an assumed variational ground state |ΨHF〉 can also be tested at least with respect to small
variations within an RPA calculation, see section 8.2 and, e.g., reference [31].

The Lagrange parameters Eγ in (3.10) and (3.11) appear to be the single-particle energies
of an uncorrelated Fermi gas. In fact, one usually interprets these parameters as ‘quasi-particle’
excitation energies. One way to legitimise this interpretation is based on ‘Koopmanns’ theorem’
[32]. It states that by creating a particle or a hole in the Hartree-Fock ground state the energy
changes by Eγ , i.e., we have

〈
Ψ

(γ)
HF,±

∣
∣Ĥel

∣
∣Ψ

(γ)
HF,±

〉
−
〈
ΨHF

∣
∣Ĥel

∣
∣ΨHF

〉
= ±Eγ (3.12a)

for the particle and hole states

∣
∣Ψ

(γ)
HF,+

〉
≡ ĥ†γ |ΨHF〉 , (3.12b)

∣
∣Ψ

(γ)
HF,−

〉
≡ ĥγ |ΨHF〉 . (3.12c)

The same result for quasi-particle excitation energies can be derived, more transparently,
by means of the diagrammatic Hartree-Fock approximation for the single-particle Green’s
function. One should keep in mind, however, that the variational ground-state energy in the
Hartree-Fock theory is not given by the sum over all occupied energy levels as one might
expect from a naive analogy with an uncorrelated Fermi gas. Instead, equations (3.6), (3.9a),
and (3.9b), readily give

〈
Ĥel

〉

ΨHF
=

1

2

∑

γ(occ.)

Eγ +
1

2

〈
Ĥ0

〉

ΨHF
=
∑

γ(occ.)

Eγ −
〈
ĤI

〉

ΨHF
(3.13)

for the Hartree-Fock ground-state energy.

When we work with the basis |σ〉 = |r〉 |s〉 of position space eigenvectors |r〉 and spinors
|s〉 = |↑〉 and |↓〉, the transformation (3.2a) reads

ĥ†γ =
∑

s

∫

d3r uγ(s, r)ψ̂†
s(r) , (3.14)
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and the Hartree-Fock equations (3.9a) for the single-particle wave functions uγ(s, r) have the
form

(

−∆r

2m
+ V (r)

)

uγ(s, r) +
∑

s′

∫

d3r′ Σs,s′(r, r
′)uγ(s′, r′) = Eγuγ(s, r) . (3.15)

Here, the Hartree contribution to the self-energy Σ = ΣH + ΣF is given by

ΣH
s,s′(r, r

′) = δ(r − r′)
∑

s̃

∫

d3r̃
e2

|r − r̃|n(r̃) (3.16a)

with the particle density

n(r) =
∑

s

∑

γ(Eγ≤EF)

|uγ(s, r)|2 . (3.16b)

For the Fock contribution to the self-energy, we find

ΣF
s,s′(r, r

′) = −δs,s′
e2

|r − r′|
∑

γ(Eγ≤EF)

u∗γ(s, r′)uγ(s, r) . (3.16c)

Here, we assumed that |ΨHF〉 is an eigenstate of

Ŝz =
1

2

∫

d3r
(

ψ̂†
↑(r)ψ̂↑(r) − ψ̂†

↓(r)ψ̂↓(r)
)

, (3.17)

the operator for the total spin along the spin-quantisation axis. Only with this assumption
does the sum over γ in (3.16c) lead to the Kronecker-delta δs,s′ for the spins.

Obviously, the Hartree and the Fock contribution to the self-energy are fundamentally
different. The Hartree term acts like a classical field and could, in principle, be added to
the potential V (r) in (3.15). By contrast, the Fock contribution is non-local and it further
introduces a spin dependence since only electrons with parallel spins are coupled.

In order to assess the accuracy of Hartree-Fock calculations for real materials in sec-
tion 3.1.4, we first have a look at the results for the free-electron gas and the two-site Hubbard
model. The Hartree-Fock results for the free-electron gas will also be needed in order to set
up the energy functional in the Local-Density Approximation in section 3.2.2.

3.1.2 Jellium Model

In the ‘jellium model’, the periodic potential V (r) in (3.15) is replaced by a homogeneous
background of a positive charge density np to ensure the charge neutrality of the system. As
a consequence, the electronic density n(r) = −np is also homogeneous and the potential term
proportional to V (r) just cancels the Hartree contribution to the self-energy in (3.15). It is
clear from symmetry arguments that a homogeneous paramagnetic solution of the Hartree-
Fock equations must be given by a Slater determinant (3.10) of plane waves

uk(s, r) =
1

√

(2π)3V
eikr . (3.18)

For these single-particle wave functions, the Fock contribution to the self-energy reads

ΣF
s,s′(r, r

′) = −δs,s′
e2

(2π)3|r − r′|

∫

k<kF

d3k eik(r−r′)

= +δs,s′
e2

2π2

kF|r − r′| cos (kF|r − r′|) − sin (kF|r − r′|)
|r − r′|4 (3.19)
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Figure 3.1: Left: Fock self-energy Σ̃F(kF|r − r′|) ≡ ΣF
s,s(r, r

′)(2π2|r − r′|)/e2 for the jellium

model. Right: Quasi-particle dispersion Ẽk ≡ 2m
k2
F
Ek of the jellium model for values me2kF

π =

0, 0.05, 0.1, 0.3 in descending order.

where we introduced the Fermi wave vector kF ≡ √
2mEF. The spatial dependence of the

Fock self-energy is displayed in figure 3.1(left). One clearly sees the pronounced ‘attractive’
interaction of electrons with the same spin on short distances. By contrast, electrons with
opposite spins do not interact at all in the Hartree-Fock approximation, which is obviously an
unphysical feature in the high-density limit.

With the result for the self-energy, we can evaluate the integral in (3.15)
∫

d3r′ ΣF
s,s(r, r

′)uk(s, r′) = −uk(s, r)
e2kF

2π
F (k/kF) , (3.20a)

where

F (x) ≡ 2 +
1 − x2

x
ln

∣
∣
∣
∣

1 + x

1 − x

∣
∣
∣
∣
. (3.20b)

Hence, the plane-wave Ansatz (3.18) is indeed a solution of (3.15) for the jellium model and
the eigenvalues Eγ = Ek are given as

Ek = Ek =
k2

2m
− e2kF

2π
F (k/kF) . (3.20c)

The quasi-particle dispersion (3.20c) is displayed in figure 3.1(right). We will discuss this
results for the dispersion in section 3.1.4.

Finally, for later use in connection with the Local-Density Approximation, we consider the
expectation values of the kinetic and the Coulomb energy in the Hartree-Fock theory. Since
our Hartree-Fock ground state (3.10) is a Slater determinant of plane waves, the expectation
value of the kinetic energy is that of an uncorrelated Fermi sea,

〈Ĥ0〉ΨHF
=

V

2mπ2

∫

k<kF

k4dk = V
3

10m
(3π2)2/3n5/3 . (3.21a)

Here, we used

n =
N

V
=

1

π2

∫

k<kF

k2dk =
1

3π2
k3

F . (3.21b)

Equation (3.13) yields the expectation value of the Coulomb interaction,

〈ĤI〉ΨHF
=

1

2

∑

k(|k|<kF)

Ek − 1

2
〈Ĥ0〉ΨHF

= −V e
2k4

F

4π3

∫ 1

0
x2F (x)dx . (3.21c)
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The integral in (3.21c) is equal to unity and, hence, with (3.21b), we find

〈ĤI〉ΨHF
= −3V e2

4π
k4

F = −3V e2

4π
(3π)1/3n4/3 . (3.21d)

3.1.3 Hartree-Fock Approximation for the Two-Site Hubbard Model

The two-site Hubbard model was introduced in section 2.3.1 and its exact eigenstates and
energies are derived in appendix B. Here, we only consider states with two electrons since all
other eigenstates are simple Slater determinants and captured correctly by the Hartree-Fock
theory; see appendix B.

For U = 0, the two-particle ground state of (2.22) is

|Ψ0〉 = ĥ†1ĥ
†
2 |0〉 (3.22)

in which the two lowest one-particle levels, given by the operators

ĥ†1(2) =
1√
2

(

ĉ†1↑(↓) − ĉ†2↑(↓)

)

, (3.23)

are occupied. At finite U , the self-energy (3.9b) contains only a Hartree contribution if we
assume that the Hartree-Fock ground state |ΨHF〉 is an eigenstate of the spin operator Ŝz

in spin-quantisation direction. This ensures that spin-flip expectation values, such as ∆↑,↓ ≡
〈ĉ†1↑ĉ1↓〉, vanish for |ΨHF〉. Note that this condition does not confine our variational space; all
solutions with finite ∆↑,↓ are energetically equivalent to some other states that have ∆↑,↓ = 0,
just with respect to a different spin-quantisation axis.

The self-energy is diagonal and given as

Σis ≡ Σis,is = Uni,s̄ , (3.24)

where ni,s̄ = 〈n̂i,s̄〉ΨHF
and, as before, ↑̄ ≡↓, ↓̄ ≡↑. Without spin order, i.e., if ni,s̄ = 1/2 for

all i and s, the self-energy is a constant and also independent of i and s. Then, |ΨHF〉 is just
the uncorrelated ground state (3.22) and it has the energy

E0 = −2t+
U

2
. (3.25)

A comparison with the exact ground-state energy (B.13b) shows that this result is correct up
to first order in U/t, but it does not capture any higher-order terms and, in particular, it is
wrong in the large-U limit where the exact ground-state energy is proportional to t2/U .

Obviously, the Hartree-Fock state (3.22) is not favourable energetically for large U because
it does not lower the Coulomb energy. This can only be achieved in the Hartree-Fock theory
by introducing some spin order. A ferromagnetic order would lower the interaction energy but
an antiferromagnetic order is more favourable for both the interaction and the kinetic energy.
Therefore, we assume that

∆ ≡ n1↑ − n1↓ = n2↓ − n2↑ 6= 0 . (3.26)

With this antiferromagnetic order, the self-energies are still diagonal but they depend on the
spin and orbital indices,

Σ1↑ = Σ2↓ =
U

2
(1 + ∆) , (3.27a)

Σ1↓ = Σ2↑ =
U

2
(1 − ∆) . (3.27b)
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Figure 3.2: Exact ground-state energy
and the Hartree-Fock energy of the two-
site Hubbard model (solid lines) in as-
cending order; The dashed line shows the
‘magnetisation’ ∆.
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The solution of the Hartree-Fock equations (3.9a) then leads to the one-particle operators

ĥ†1(2) = cos (θ)ĉ†1↑(2↓) + sin (θ)ĉ†2↑(1↓) , (3.28a)

where

tan (θ) = −U∆ +
√
U2∆2 + 4t2

2t
. (3.28b)

The operators (3.28a) define the new Hartree-Fock ground state (3.22), which determines the
‘magnetisation’ ∆ by the self-consistency condition

∆ = cos2 (θ) − sin2 (θ) . (3.29)

Instead of solving the self-consistency equations (3.28b) and (3.29), we could find the same re-
sults by minimising the variational energy (3.30) with respect to the parameter ∆; compare the
corresponding calculation in the Gutzwiller approximation, section 5.4.2. The self-consistency
equations (3.28b) and (3.29) have three solutions, ∆ = 0 and ∆ = ±

√

1 − (2t/U)2. The
antiferromagnetic solutions with ∆ 6= 0 exist for U > 2t and the Hartree-Fock ground-state
energy is therefore given as

E∆
0 = 4t sin (θ) cos (θ) + 2U cos2 (θ) sin2 (θ) =

{
−2t+ U/2 for U ≤ 2t
−2t2/U for U > 2t

. (3.30)

In figure 3.2, the Hartree-Fock energy is compared to the exact ground-state energy (B.13b),

Eexact
0 =

1

2

(

U −
√

U2 + 16t2
)

U≫t→ −4t2

U
. (3.31)

Due to the antiferromagnetic order, the energy (3.30) shows the correct large-U scaling, how-
ever, the coefficient is off by a factor of 2,

E∆
0

U≫t→ −2t2

U
6= −4t2

U
. (3.32)

This discrepancy is due to the fact that the Hartree-Fock wave function does not capture the
spin-fluctuations in the exact singlet ground state. More worrying than this discrepancy in
energy, however, is the spurious symmetry breaking that appears in the Hartree-Fock solution.
In fact, as we will see throughout this work, it is one of the main problems of effective single-
particle theories that they overestimate the instability of many-particle systems with respect
to spurious ground states with broken symmetries.
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3.1.4 Merits and Shortcomings of the Hartree-Fock Approximation

The Hartree-Fock theory is the natural first-order approximation in order to study systems of
interacting particles. However, there are serious shortcomings in this approach, which make
it inevitable to seek for more precise many-particle theories. We begin with a discussion of its
merits.

Merits

i) The Hartree-Fock theory can be derived starting from a variational wave function. There-
fore, the Hartree-Fock energy provides a rigorous upper bound of the exact ground-state
energy. However, an exact energy boundary does not ensure that the wave function
resembles the exact ground state, not even qualitatively. We have found such a qualita-
tive failure of the Hartree-Fock ground state in the case of the two-site Hubbard model.
Other examples will be discussed in later parts of this work, see, e.g., sections 9.1 and 9.2
on spin and orbital order in two-band Hubbard models.

ii) When the Hartree-Fock theory is derived within a diagrammatic perturbation theory, it is
found to be the first-order term in such an expansion. In this respect, the Hartree-Fock
approximation provides a systematic starting point for more advanced many-particle
theories. However, it is not ensured that the first-order contribution does not, e.g.,
introduce a certain symmetry breaking, which is absent in the true ground state and its
excitations. A many-particle theory that is based on such spurious Hartree-Fock results
will then suffer from the very same shortcomings.

Shortcomings

i) As a first-order perturbation correction to an uncorrelated Fermi gas the Hartree-Fock
theory should qualitatively describe the physics of simple metals, such as sodium or
potassium. However, from our results for the jellium model, we can already conclude
that it fails this test: The density of states at the Fermi level is given by

D(EF) =

∫

d3k δ(EF − Ek) = 4π

∫ ∞

0
dk k2δ(EF − Ek) = 4πk2

F

∣
∣
∣
∣

∂

∂k
Ek

∣
∣
∣
∣

−1

k=kF

, (3.33)

where the derivative of Ek diverges for k = kk due to the logarithm in equations (3.20).
Hence, the density of states vanishes at the Fermi level for the jellium model. A closer
inspection of the integrals that have led to the logarithm in (3.20) shows that this non-
analyticity is solely caused by the long-range character of the Coulomb potential. There-
fore, it seems natural that this result is not bound to the jellium model but shows up in
more realistic lattice systems as well. In fact, it has been shown in reference [33] that
the Hartree Fock theory yields a vanishing density of states at the Fermi level for all
lattice models and band fillings. This is obviously in disagreement with our experimen-
tal observations on metals. In order to mend this deficiency, one has to employ more
sophisticated many-particle techniques, which properly incorporate the self-screening of
the electrons, see, e.g., references [34–36].

To be fair in our assessment of this particular Hartree-Fock failure, it should be mentioned
that other methods, which we are going to discuss in this work, ‘solve’ the self-screening
problem rather phenomenologically: The Density-Functional Theory replaces the full
non-local exchange interaction by some effective local field, see section 3.2.2; In model-
system treatments, the problematic long-range Coulomb interaction is usually cut off by
hand, see section 2.2.
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ii) Apart from the problems with the long-range nature of the Coulomb interaction, the
Hartree-Fock theory also fails to treat the Coulomb interaction properly on short dis-
tances. In the self-energy of the jellium model, there is no contribution from the Coulomb
interaction for electrons with opposite spin but only the ‘attractive’ exchange interaction
of electrons with the same spin. Therefore, one finds an inherent disposition to build up
some form of spin order. In fact, it was shown in references [37, 38] that the homoge-
neous paramagnetic solution is never the variational ground state of the Hartree-Fock
equations for the jellium model. Depending on the particle density, a state of lower en-
ergy could be ferromagnetic (at low densities) or showing a spin-density wave (at higher
densities). For the jellium model, it is difficult to asses whether these spin orders are
spurious Hartree-Fock results. In the case of the two-site model, we have definitely seen
that the Hartree-Fock approach tends to spurious symmetry breaking. The reason for
these shortcomings is relatively simple from an energetic point of view: Due to the in-
flexibility of the Hartree-Fock wave function, it is often bound to resort to states with
a broken symmetry in order to lower the correlation energy. We observe these features
not only in the case of the two-site model but also in other model systems that we are
going to discuss in later chapters.

iii) The solution of the Hartree-Fock equations for realistic three-dimensional systems is
quite challenging numerically because of the non-local exchange interaction. This is one
of the reasons why, in the Density-Functional Theory, one works with a phenomenological
local exchange interaction. Furthermore, a comparison of the Hartree-Fock results with
experiments on metals and semiconductors show significant discrepancies: band widths
and band gaps are usually overestimated; see, e.g., reference [39]. This is the reason why
state-of-the-art band-structure theories are all based on the Density-Functional Theory,
which will be discussed in the following section.

3.2 Density-Functional Theory

Based on earlier ideas for a Density-Functional Theory (DFT) [40–44], Hohenberg and Kohn
published their seminal work on the ‘Hohenberg-Kohn theorem’ in 1964 [45], as it is generally
called nowadays. This theorem states that there is a universal functional W [n(r)] of the
electronic density n(r) such that

E[n(r)] =

∫

d3rV (r)n(r) +W [n(r)] (3.34)

has its minimum, E0 ≡ E[n0(r)], at the exact ground state density n0(r) of the Hamilto-
nian (2.2) and E0 is the corresponding ground-state energy. The DFT can be viewed as a spe-
cial case of a more general approach, the ‘constrained-search method’, see references [46, 47].
We give an introduction into this approach in section 3.2.1. In sections 3.2.2, 3.2.3, and 3.2.4,
we discuss the main results of the DFT, which is the basis of most state-of-the-art ab-initio
calculations. Another approach that can be derived from the constrained-search method is
the Density-matrix Functional Theory (DmFT), which is closely related to our Gutzwiller
variational approach, see appendix G.2. We discuss the DmFT in section 3.2.5.

3.2.1 Constrained-Search Method

We consider the general Hamiltonian

Ĥ =
∑

i

ViŶi + Ŵ ≡ V̂ + Ŵ , (3.35)
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with the real or complex numbers Vi and operators Ŵ and Ŷi. Note that all results in this
section are equally valid if we replace the discrete sum

∑

i ViŶi in (3.35) by a continuous

integral
∫

dxV (x)Ŷ (x). For our general considerations here, we do not need to further specify

the numbers Vi (‘fields’) or the operators Ŷi (‘densities’) and Ŵ . The typical situation will
be that the fields Vi are varying, depending on the particular system of interest, while the
operators Ŷi and Ŵ are universal. For example, the DmFT is obtained if we work with the
Hamiltonian (2.3) and set Ŵ = ĤI , Ŷi = ĉ†σ1 ĉσ2 and Vi = εσ1,σ2 . Obviously, with this choice,
only the fields Vi change if we consider different periodic potentials (2.2b).

The wave functions |Ψ〉 in the Hilbert space H of the Hamiltonian (3.35) define the set ΩY

of all possible sets
{Yi} = {〈Ψ|Ŷi|Ψ〉} (3.36)

of density expectation values. A set of densities {Yi} is called ‘representable’ if it is in ΩY ,
i.e., if there exists a state |Ψ〉 ∈ H that complies with (3.36).

For all representable {Yi}, we introduce the set of normalised wave functions Q[{Yi}],
which, by definition, all have the same set of expectation values (3.36). For each {Yi} ∈ ΩY ,
we minimise the expectation value of the operator Ŵ , in order to define the energy functional

W [{Yi}] = min
|Ψ〉∈Q[{Yi}]

〈Ψ|Ŵ |Ψ〉 . (3.37)

This functional does not depend on V̂ in the Hamiltonian (3.35) and, therefore, it is usually
denoted as ‘universal’. With W [{Yi}], we define the ‘ground-state energy functional’ as

E[{Yi}] ≡
∑

i

ViYi +W [{Yi}] . (3.38)

If E0 is the exact ground-state energy of (3.35), we find

E0 ≤ E[{Yi}] (3.39)

for all {Yi} ∈ ΩY since, otherwise, there would be a state |Ψ〉 with an energy lower than the
ground state. On the other hand, with the expectation values {Yi;0} ∈ ΩY of the ground-state
wave function |Φ0〉, we can further conclude that

E0 =
∑

i

ViYi;0 + 〈Φ0|Ŵ |Φ0〉 ≥
∑

i

ViYi;0 +W [{Yi;0}] = E[{Yi;0}] . (3.40)

Both inequalities (3.39) and (3.40) together yield the following result: The energy functional
E[{Yi}] has its minimum E0 = E[{Yi;0}] at values Yi;0 that are the ground-state expectation
values of the operators Ŷi for the Hamiltonian (3.35) and E0 is the corresponding ground-
state energy. Note that in cases of degenerate ground states, expectation values Yi;0 may not
be defined uniquely. However, such a degeneracy only complicates the considerations in this
section without affecting the main results. Therefore, to simplify matters, we assume from
now on that we only deal with systems that have a non-degenerate ground state.

A consequence of our considerations so far is the existence of a map

M : {Vi} → {Yi;0} , (3.41)

which relates each set of fields {Vi} in (3.35) to the ground-state expectation values {Yi;0} of
the density operators Ŷi. It naturally poses the question whether this map is injective. To
answer it, we first investigate if, for two different sets of parameters {Vi} and {V ′

i }, the ground
states |Φ0〉 and |Φ′

0〉 of the two corresponding Hamiltonians Ĥ and Ĥ ′ could be the same. If
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this was the case, i.e., if |Φ0〉 = |Φ′
0〉, by subtraction of the two Schrödinger equations, we

would find that

(V̂ − V̂ ′) |Φ0〉 = (E0 − E′
0) |Φ0〉 . (3.42)

Therefore, the ground state |Φ0〉 had to be an eigenstate not only of the Hamiltonian but also
of the operator V̂ − V̂ ′. In general, such a scenario cannot be excluded. However, in both of
our applications, sections 3.2.2 and 3.2.5, V̂ − V̂ ′ is a single-particle operator and |Φ0〉 is the
ground state of a many-particle Hamiltonian. Therefore, we can safely assume that |Φ0〉 is
not an eigenstate of V̂ − V̂ ′ and, consequently, the two ground states |Φ0〉 and |Φ′

0〉 must be
different. Here, we assume that all fields Vi that only differ by a constant are considered as
equivalent, i.e., the domain of the map M contains only one element for each class of equivalent
fields.

In order to prove the injectivity of the map M, we just have to show that {Yi;0} 6= {Y ′
i;0}

for the two sets of fields {Vi} 6= {V ′
i } and their respective ground states |Φ0〉 6= |Φ′

0〉. For this
proof, let us assume again the opposite, i.e., {Yi;0} = {Y ′

i;0}. Then we find

E0 < 〈Φ′
0|Ĥ|Φ′

0〉 = E′
0 + 〈Φ′

0|(V̂ − V̂ ′)|Φ′
0〉 = E′

0 +
∑

i

(Vi − V ′
i )Yi;0 . (3.43)

In exactly the same way, one can show that

E′
0 < E0 +

∑

i

(V ′
i − Vi)Yi;0 , (3.44)

which, together with (3.43), leads to the contradiction

E0 − E′
0 < E0 − E′

0 . (3.45)

Hence, we can conclude that {Yi;0} must be different from {Y ′
i;0} and the map M is injective.

All sets of densities {Yi} that belong to the range Ωv
Y of the map M, are generally denoted

as ‘v-representable’ since they are ground-state expectation values of some Hamiltonian (3.35).
Unfortunately, in general, Ωv

Y is only a subset of ΩY , i.e., not all representable densities {Yi}
are necessarily v-representable. We come back to the v-representability problem in connection
with the DFT and the DmFT in sections 3.2.2 and 3.2.5.

In case that all densities {Yi} ∈ ΩY are v-representable, i.e., if

Ωv
Y = ΩY , (3.46)

we can draw an interesting conclusion, which, in the Density-Functional Theory, leads to the
‘Kohn-Sham scheme’ [48], see section 3.2.3. We consider two Hamiltonians Ĥ and Ĥ ′, both
of the form (3.35), but with different parameters Vi, V

′
i and operators Ŵ , Ŵ ′. The energy

functionals E[{Yi}] and E′[{Yi}] of both Hamiltonians may have their minima at {Yi} = {Yi;0}
and {Yi} = {Y ′

i;0}, respectively. If equation (3.46) holds, the set {Yi;0} is also v-representable

with respect to the Hamiltonian Ĥ ′, it is {Y ′
i;0} = {Yi;0} for some set of parameters {V ′

i }.
An explicit formula for these parameters {V ′

i } can be derived as follows. The ground-state
conditions for E[{Yi}] and E′[{Yi}] are

Vi +
∂

∂Yi
W [{Yi}]

∣
∣
∣
∣
{Yi}={Yi;0}

= 0 , (3.47a)

V ′
i +

∂

∂Yi
W ′[{Yi}]

∣
∣
∣
∣
{Yi}={Y ′

i;0}
= 0 . (3.47b)
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Since we demand {Y ′
i } = {Yi;0} a subtraction of both equations (3.47) yields

V ′
i = Vi +

∂

∂Yi
(W [{Yi}] −W ′[{Yi}])

∣
∣
∣
∣
{Yi}={Yi;0}

. (3.48)

In principle, this formula allows to determine the auxiliary Hamiltonian

Ĥ ′ =
∑

i

(

Vi +
∂

∂Yi
(W [{Yi}] −W ′[{Yi}])|{Yi}={Yi;0}

)

Ŷi + Ŵ ′ , (3.49)

which, by construction, has the same ground-state expectation values {Y ′
i;0} like Ĥ. This

procedure could be useful, if the Hamiltonian Ĥ ′ can be solved more easily than Ĥ, for example,
because it is a single-particle Hamiltonian. In such a case, however, equation (3.49) is not of
much use because it already includes the full energy functional of the Hamiltonian Ĥ itself. We
will see that in the DFT the general result (3.49) is indeed merely used as a motivation to work
with a simpler auxiliary Hamiltonian. The explicit form of this Hamiltonian is determined by
a sophisticated guess and not by an evaluation of equation (3.49).

3.2.2 Density-Functional Theory and Local-Density Approximation

The functional theory, developed by Hohenberg and Kohn [45], follows straightforwardly from
our general results on the constrained-search method in the previous section. In this context, it
is advisable to distinguish clearly the general results of the Density-Functional Theory, which,
in principle, are exact, and, the effective one-particle theory that arises from the Kohn-Sham
scheme. Both aspects of the theory will be discusses separately in the present and in the
following section. For a review on the DFT, see, e.g., references [49–51].

We use the representation (2.3e) of our general electronic Hamiltonian and choose the
operators Ŵ and V̂ in equation (3.35) as

Ŵ =
∑

s

∫

d3r

∫

d3r′ ψ̂†
s(r)

(

−∆r′

2m

)

ψ̂s(r
′) (3.50)

+
1

2

∑

s,s′

∫

d3r ψ̂†
s(r)ψ̂†

s′(r)
e2

|r − r′| ψ̂s′(r)ψ̂s(r) ,

V̂ =
∑

s

∫

d3r V (r)ψ̂†
s(r)ψ̂s(r) . (3.51)

The operators Ŷi and fields Vi in (3.35) are therefore given by

Ŷi → Ŷ (r) ≡
∑

s

ψ̂†
s(r)ψ̂s(r) , (3.52a)

Vi → V (r) . (3.52b)

With this choice of operators, the expectation values (3.36), which define the constrained
search in (3.36), are just the particle densities

{Yi} → n(r) =
∑

s

〈Ψ|ψ̂†
s(r)ψ̂s(r)|Ψ〉 , (3.53)

and the ground-state energy functional has the form

E[n(r)] =

∫

d3r V (r)n(r) +W [n(r)] . (3.54)
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Note that the functional E[n(r)] is properly defined only when we add the constraint

N =

∫

d3r n(r) (3.55)

that fixes the total particle number.

It is impossible to determine exactly the functional W [n(r)] for many-particle systems,
and one can only hope to find some reasonable approximations. Usually it is written as

W [n(r)] = T [n(r)] +
e2

2

∫

d3r

∫

d3r′ n(r)n(r′)
|r − r′| + Exc[n(r)] , (3.56)

where T [n(r)] is the unknown kinetic-energy functional. Equally unknown is the ‘exchange-
correlation’ functional Exc[n(r)], which contains all Coulomb-energy contributions apart from
the Hartree term that was separated in (3.56).

Approximate expressions for T [n(r)] and Exc[n(r)] are usually derived by considering the
free-electron gas. In section 2.1, we found that the kinetic energy of the free-electron gas in
the Hartree-Fock approximation is ∼ n5/3 where n is the homogeneous density of that system,
see equation (3.21a). Therefore, a common approximation for the kinetic-energy functional
in (3.56) is

T [n(r)] =
3

10m
(3π2)2/3

∫

d3r n(r)5/3 . (3.57a)

In the same way, i.e., based on the free-electron result equation (3.21d), one usually approxi-
mates the exchange-correlation potential as

Exc[n(r)] = −β
∫

d3r
3e2

4π
(3π)1/3n(r)4/3 , (3.57b)

where the factor β is adjusted in order to have optimum agreement with experiments. Work-
ing with the functional (3.57b) is generally called the Xα-method, which was first proposed
by Slater [52, 53]. With respect to the ground-state energy, the Xα-method reproduces the
Hartree-Fock result for the free-electron gas. As discussed in section (3.1.2), the major short-
coming of the Hartree-Fock theory for the free-electron gas is the result for the quasi-particle
dispersion. As will become clear in the following section, the Kohn-Sham scheme provides a
different way to calculate such excitation energies, which are in better agreement with exper-
iments.

To work with the energy functionals (3.57a) and (3.57b), is the simplest example for a
‘Local-Density Approximation’ (LDA). The exact energy, however, will be a more complicated
non-local functional of the density. Systematic improvements of the LDA can, in principle,
be derived by calculating the energy of the free-electron gas beyond the simple Hartree-Fock
approximation. This, however, is a non-trivial problem that requires more subtle many-particle
techniques. Examples for such improvements can be found in references [54–59]. Another way
to improve the functionals (3.57a) and (3.57b), is to go beyond the local-density scheme by
adding, e.g., gradient corrections. For an overview on these approximations, see, e.g., reference
[50].

The DFT, as introduced so far, provides an approximate way to determine the ground-
state energy and the electronic density in the ground state. Both of these quantities are of
limited interest for most experiments on molecules or solids. At least for all v-representable
densities, the potential V (r) is uniquely determined by n(r). Therefore, one could argue that
all eigenstates of the Hamiltonian (2.3e) are also functionals of the density. In the same way,
all thermodynamic quantities can be viewed as functionals of n(r). These, however, are merely
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formal arguments and they do not provide a feasible way to calculate excited states, response
functions, or thermodynamic quantities. The immense importance of the Density-Functional
Theory is, in fact, not based on such general ideas but it is a result of the Kohn-Sham scheme,
which we discuss in the following section.

3.2.3 Kohn-Sham Scheme

The Kohn-Sham scheme is based on the general results, derived at the end of section 3.2, if
we chose Ŵ ′ = T̂ in equation (3.49). In this way, we are led to the auxiliary single-particle
Hamiltonian

Ĥ ′ =
∑

s

∫

d3rψ̂†
s(r)

[

−∆r

2m
+ V (r)

]

ψ̂s(r) (3.58)

+
∑

s

∫

d3rψ̂†
s(r)

[

e2
∫

d3r′ n(r′)
|r − r′| + V KS

x [n(r)]

]

ψ̂s(r) ,

which, by construction, has the the same ground-state density n0(r) as the original many-
particle Hamiltonian (2.3e) as long as this density is v-representable for both Hamiltonians.
In (3.58) we introduced the Kohn-Sham potential

V KS
xc [n(r)] =

∂

∂ñ(r)

(
T [ñ(r)] − T ′[ñ(r)] + Ex[ñ(r)]

)
∣
∣
∣
∣
ñ(r)=n(r)

, (3.59)

in which T ′[n(r)] is the minimum kinetic energy of free non-interacting particles with a density
distribution n(r). In the context of the DFT, the problem of v-representability has been inves-
tigated extensively in the past, see, e.g., references [50, 60, 61]. For practical applications, one
usually presumes that v-representability is ensured and the investigation of the effective single-
particle Hamiltonian (3.58) is therefore justified. Given the significant approximations that are
usually made to set up the Kohn-Sham potential (3.59) the assumption of v-representability
seems to be a matter of minor concern.

In first quantisation, the Hamiltonian (3.58) leads to the Schrödinger equation

[

−∆r

2m
+ V (r) + e2

∫

d3r′ n(r′)
|r − r′| + V KS

xc [n(r)]

]

Ψs,α(r) = εαΨs,α(r) , (3.60)

which has to be solved self-consistently since the Hartree and the Kohn-Sham potentials
in (3.60) depend on the particle density

n(r) =
∑

s

∑

α(εα<EF)

|Ψs,α(r)|2 . (3.61)

The Fermi energy in (3.61) is determined by the condition

∑

s

∑

α(εα<EF)

1 = N . (3.62)

With the approximate functionals (3.57) for T [n(r)] and Exc[n(r)], the effective single-
particle Schrödinger equation for the jellium model reads

[

−∆r

2m
+ V KS

0

]

Ψs,α(r) = εαΨs,α(r) (3.63)
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since T [n(r)] and T ′[n(r)] in (3.59) cancel each other and V KS
0 = V KS[n0(r)] is the constant

Kohn-Sham field with the homogeneous particle density n0(r) = n. The single-particle excita-
tion energies of the jellium model in this approximation are, therefore, those of free particles.
This means that this DFT approach avoids the severe shortcomings of the Hartree-Fock ap-
proximation for the quasi-particle dispersion, see section 3.1.2. However, the quasi-particle
dispersion is not renormalised for all particle densities, which also is questionable. In par-
ticular, for larger densities the Coulomb interaction certainly decreases the mobility of the
electrons and we expect a renormalisation of the quasi-particle dispersion. It is therefore clear
that the LDA, as long as it based on the Hartree-Fock energy functionals (3.57), is not suitable
for the investigation of systems with significant Coulomb-interaction effects.

Based on the result for the jellium model, the difference between T [n(r)] and T ′[n(r)]
in (3.59) is usually neglected also for lattice models. Furthermore, one often uses the approx-
imation (3.57b) for the Kohn-Sham potential, which leads to

V KS[n(r)] = −βe2
(

3

π

)1/3

n(r)1/3 . (3.64)

Instead of using a constant fit parameter β one may also work with an adjustable functional
β[n(r)]. More systematic improvements of (3.36) can be derived along the lines discussed in
connection with the functional (3.57b).

3.2.4 Merits and Shortcomings

The Density-Functional Theory, in connection with the Kohn-Sham scheme, provides an exact
way to derive, for any many-particle system, an effective single-particle Hamiltonian that has
the same ground-state density as the corresponding many-particle Hamiltonian. In principle,
this is a huge step forward since single-particle Schrödinger equations can usually be solved
quite accurately by numerical means. Therefore, it is possible to investigate real materials
‘ab-initio’, i.e., without the need to neglect certain degrees of freedom. However, this quite
remarkable achievement is spoiled by two serious shortcomings:

i) An exact determination of the energy functional W [n(r)] is impossible for many-particle
systems and one is bound to work with rather simple approximations. The most fre-
quently used approximations are based on Hartree-Fock results for the energy of the
jellium model, see equations (3.57). As it is well known by comparison to more so-
phisticated many-particle theories, the Hartree-Fock theory is reliable only for systems
with small Coulomb interactions, see, e.g., the results for the two-site Hubbard model
in section 3.1.3. Therefore, it appears quite likely that a Density-Functional Theory
approach that is based on Hartree-Fock energy expressions will run into similar prob-
lems for systems with medium to strong Coulomb-interaction effects. The inclusion of fit
parameters may improve results in comparison to experiments but it compromises the
ab-initio character of the whole theory.

ii) Even if it was possible to find the exact effective single-particle Hamiltonian (3.58) within
the Kohn-Sham scheme, there is no reason to believe that the properties of this Hamil-
tonian have anything in common with the corresponding many-particle Hamiltonian,
except to yield the same ground-state density. Nevertheless, the eigenstates of the
Kohn-Sham Hamiltonian are generally interpreted as the quasi-particle excitations of
the many-particle system. As we have argued in connection with the jellium model, this
assumption is particularly questionable for systems with strong Coulomb-interaction ef-
fects.
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Despite the obvious conceptual shortcomings of the Density-Functional Theory, a com-
parison of theoretical and experimental results has revealed a remarkable agreement for a
large number of materials. Therefore, the Density-Functional Theory has become the most
important tool for the investigation of electronic properties in solid-state physics. There are,
however, a few well known problems with certain classes of materials. For example, band gaps
in insulators or semiconductors are usually found to be significantly smaller in theory than in
experiments. In order to improve the results for semiconductors, one often employs the GW
approximation [62–65]; for an overview on this method, see reference [66].

Materials in which the local Coulomb interaction is believed to have an important influence
on their electronic properties are also not well described within the Density-Functional Theory.
These are, in particular, transition metals, lanthanides and their respective compounds. It is
the main purpose of the Gutzwiller theory to improve results for these classes of materials.

3.2.5 Density-Matrix Functional Theory

The constrained search (3.37) that led to the DFT in section 3.2.2 was carried out for a fixed
density n(r). Instead of the density we now use the single-particle density matrix ρ̃ with the
elements

ρσ1σ2 ≡ 〈Ψ|ĉ†σ1
ĉσ2

|Ψ〉 . (3.65)

The density matrix was first used in the context of the Hohenberg-Kohn theorem by Gilbert
who generalised that theorem for non-local potentials [67]. We can derive it here directly
from our constrained-search results in section 3.2.2. Starting from the general many-particle
Hamiltonian (2.3), we chose

Ŵ =
1

2

∑

σ1,σ2,σ3,σ4

Uσ1,σ2,σ3,σ4 ĉ
†
σ1
ĉ†σ2
ĉσ3

ĉσ4
, (3.66a)

V̂ =
∑

σ1,σ2

εσ1,σ2 ĉ
†
σ1
ĉσ2

(3.66b)

as the operators in (3.35). The operators Ŷi and fields Vi in (3.35) are therefore identified as

Ŷi → ĉ†σ1
ĉσ2

, (3.67a)

Vi → εσ1,σ2 . (3.67b)

The constrained search in (3.36) is then carried out with respect to the density matrix,

{Yi} → ρσ1σ2 , (3.68)

and the ground-state energy functional has the form

E[ρ̃] =
∑

σ1,σ2

εσ1,σ2ρσ1σ2 +W [ρ̃] . (3.69)

When we work with eigenstates |σ〉 = |r〉 |s〉 of the position and the spin operator, the ground-
state energy functional reads

E[ρ̃] =
∑

s

∫

d3r

∫

d3r′
[

−δ(r − r′)
∆r

2m

]

ρs(r, r
′) +W [ρ̃] , (3.70)

where ρs(r, r
′) is the density matrix in real space for electrons with spin s.
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There are a number of studies in which approximate expressions for W [ρ̃] have been used
in order to minimise the real space functional (3.70) for molecules and crystals [68–82]. In this
work, where we are more interested in lattice models, the general functional (3.69) is more
appropriate. It allows us to apply the DmFT to lattice systems, for example, to the general
class of Hubbard models derived in section 2.2. Such studies have already been carried out
for various single-band Hubbard models [47, 83–88] as well as for impurity systems [89]. We
will later see that the Gutzwiller variational theory provides a way to set up density-matrix
functionals for general multi-band Hubbard models.

The density matrices of single and many-particle Hamiltonians are fundamentally different.
For a Slater determinant, which is the ground state of a single-particle Hamiltonian, the
density matrix has eigenvalues zero or unity, depending on the occupation of the single-particle
levels. In contrast, the density matrix of a many-particle Hamiltonian is genuinely fractional.
Therefore, it is impossible to set up a useful Kohn-Sham scheme for the density matrix that
would allow to investigate an effective single-particle problem instead of the actual many-
particle system. Identical density matrices for single and many-particle Hamiltonians with
fractional eigenvalues may be obtained if the single-particle system is highly degenerate at the
Fermi level [90]. These, however, are not very physical constructions and they do not seem to
be of much use for the investigation of many-particle systems. Therefore, the DmFT is mainly
a tool to investigate ground-state properties of many-particle Hamiltonians.

As an example, we consider the one-band Hubbard model (2.20) with the density matrix

ρi,j = 〈Ψ|ĉ†i,sĉj,s|Ψ〉 . (3.71)

Here, we use rotational invariance in spin space, i.e., we assume that spin-flip expectation
values vanish and the matrix element (3.71) does not depend on the spin s.

The ground-state energy functional has the form

E[{ρi,j}] = 2
∑

i,j

ti,jρi,j + LUd[{ρi,j}] , (3.72)

where L is the number of lattice sites. The unknown double-occupancy functional d[{ρi,j}]
depends on the dimensionality of the lattice and its structure, but it does not depend on the
tight-binding parameters ti,j . For practical applications, however, it is more useful to work
with the ‘effective’ density matrix ρ̄i,j , which is defined only for those lattice sites i, j that have
a finite hopping parameter ti,j . We may then define the effective double-occupancy functional

d[{ρ̄i,j}] ≡ min
{ρi,j}(ρi,j=ρ̄i,j)

d[{ρi,j}] , (3.73)

which, by definition, depends on the topology of the tight-binding matrix but not on their
actual values. The effective energy functional with respect to ρ̄i,j has exactly the same form
as (3.72) if ρ is replaced by ρ̄. In general, a tight-binding Hamiltonian includes hopping terms
only up to a certain shell of nearest neighbours and, therefore, the effective energy functional
depends on only a few parameters. In case of only nearest-neighbour hopping t, we end up
with the simple energy function

E(T )/L = 2nnntT + Ud(T ) (3.74)

where T is the hopping expectation value between nearest neighbours and nnn the number of
such neighbours. Note that the lattice needs to have a sufficiently high symmetry such that
hopping parameters t and expectation values T in all directions are the same. This is the case,
e.g., for a hypercubic or a Bethe lattice [91].

As an example, the explicit form of E(T ) is derived for the two-site Hubbard model in
appendix B.2. We discuss these results in appendix G.2 where we compare them to those of
the Gutzwiller theory.





Chapter 4

Gutzwiller Wave Functions

We start this chapter with an overview of notations and definitions, which will turn out to
be quite useful for our derivations in the following chapters. In section 4.2, we introduce the
Gutzwiller wave function for the one-band model and prove that this wave function yields
the exact ground state of the two-site Hubbard model (2.22). The general class of Gutzwiller
wave functions, which allow the investigation of multi-band Hubbard models, are introduced
in section 4.3. We close this chapter with an overview of various earlier attempts to evaluate
Gutzwiller wave functions and to generalise them to more complicated systems in section 4.4.

4.1 Notations and Definitions

The general class of multi-band Hubbard models (2.15), which we study in this work contains
a local Hamiltonian of the form

Ĥloc =
∑

σ1,σ2

εσ1,σ2 ĉ
†
σ1
ĉσ2

+
∑

σ1,σ2,σ3,σ4

Uσ1,σ2,σ3,σ4 ĉ†σ1
ĉ†σ2
ĉσ3

ĉσ4
(4.1)

for each lattice site i. Note that throughout this work we frequently drop lattice site indices
in formulae for purely local quantities. With the orbital basis |σ〉 that led to the Hamilto-
nian (2.15), the local one particle term is diagonal, i.e., we have εσ1,σ2 ∼ δσ1,σ2 . For appli-
cations, however, it can be more convenient to work with a more general basis that has non-
diagonal one particle terms. The explicit form of (4.1) is specified in equations (2.20), (2.23)
and (C.3) for orbital numbers N = 1, 2, 5, respectively. The general Hamiltonian (4.1) contains
2N spin-orbit states σ, which we assume to be ordered in some arbitrary way, σ = 1, . . . , 2N .
In order to set up a proper basis of the local Hilbert space, we introduce the following notations
for the 22N possible configurations:

i) An atomic configuration I is characterised by the electron occupation of the orbitals,

I ∈ {∅; (1), . . . , (2N); (1, 2), . . . , (2, 3), . . . (2N − 1, 2N); . . . ; (1, . . . , 2N)} , (4.2)

where the elements in each set I = (σ1, σ2, . . .) are ordered, i.e., it is σ1 < σ2 < . . ..
The symbol ∅ in (4.2) means that the site is empty. In general, we interpret the indices
I as sets in the usual mathematical sense. For example, in the atomic configuration
I\I ′ only those orbitals in I that are not in I ′ are occupied. The complement of I is
I ≡ (1, 2, . . . , 2N)\I, i.e., in the atomic configuration I all orbitals but those in I are
occupied.

ii) The absolute value |I| of a configuration is the number of elements in it, i.e.,

|∅| = 0; |(σ1)| = 1; |(σ1, σ2)| = 2; . . . ; |(1, . . . , 2N)| = 2N . (4.3)
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iii) A state with a specific configuration I is given as

|I〉 = Ĉ†
I |0〉 ≡

∏

σ∈I

ĉ†σ |0〉 = ĉ†σ1
. . . ĉ†σ|I|

|0〉 , (4.4)

where the operators ĉ†σ are in ascending order, i.e., it is σ1 < σ2 . . . < σ|I|. Products of
annihilation operators, such as

ĈI ≡
∏

σ∈I

ĉσ = ĉσ1
. . . ĉσ|I|

, (4.5)

will always be placed in descending order, i.e., with σ1 > σ2 . . . > σ|I|. Note that we

have introduced the operators Ĉ†
I and ĈI just as convenient abbreviations. They must

not be misinterpreted as fermionic creation or annihilation operators.

iv) The sign function
sign(σ, I) ≡

〈
I ∪ σ

∣
∣ĉ†σ
∣
∣I
〉

(4.6)

is zero if σ ∈ I and 1 (−1) if it takes an even (odd) number of anticommutations to shift

the operator ĉ†σ to its proper place in the sequence (4.4) of electron creation operators
for the state |I ∪ σ〉. A useful generalisation of sign(σ, I) is

sign(J, I) =
∏

σ∈J

sign(σ, I) . (4.7)

v) The operator m̂I,I′ ≡ |I〉 〈I ′| describes the transfer between configurations I ′ and I. It
can be written as

m̂I,I′ = Ĉ†
I ĈI′

∏

σ′′∈J

(1 − n̂σ′′) (4.8)

where J ≡ I ∪ I ′. A special case, which derives from (4.8), is the occupation operator

m̂I ≡ |I〉 〈I| =
∏

σ∈I

n̂σ

∏

σ′∈Ī

(1 − n̂σ′) . (4.9)

The states |I〉 form a basis of the atomic Hilbert space. Therefore, the eigenstates |Γ̃〉 of
the atomic Hamiltonian (4.1) can be written as

|Γ̃〉 =
∑

I

TI,Γ̃ |I〉 (4.10)

with coefficients TI,Γ̃, which have to be determined by a diagonalisation of the Hamilton matrix

HI,I′

loc = 〈I| Ĥloc

∣
∣I ′
〉
. (4.11)

As an analytic example for such a diagonalisation, see the results for the two-orbital model
in section 2.3.2, or the results in reference [92] for the five-orbital model (C.3). In general,
the diagonalisation of the atomic Hamiltonian (4.1) has to be carried out numerically. After
diagonalisation, the atomic Hamiltonian can be written as

Ĥloc =
∑

Γ̃

EΓ̃m̂Γ̃ , (4.12a)

where EΓ̃ are the eigenvalues of Ĥloc and

m̂Γ̃ ≡ |Γ̃〉〈Γ̃| =
∑

I,I′

T
I,Γ̃
T ∗

I′,Γ̃
m̂I,I′ (4.12b)

is the projector onto the corresponding eigenstates |Γ̃〉.
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4.2 Gutzwiller Wave Function for One-Band Hubbard Models

4.2.1 General One-Band Models

In the Hartree-Fock theory, as introduced in section (3.1), one uses a variational wave function
that is a Slater determinant or, in the language of second quantisation, a one-particle product
state

|Ψ0〉 =
∏

γ

ĥ†γ |0〉 . (4.13)

As we have already observed in connection with the two-site Hubbard model, such one-particle
wave functions are insufficient for systems with medium to strong Coulomb interaction effects.
In the case of our Hubbard models, it is a particular problem of a Hartree-Fock treatment
that local charge fluctuations can only be suppressed in that approach by a spurious breaking
of symmetries. However, Hartree-Fock wave functions are still a reasonable starting point in
order to set up a more sophisticate variational wave function. This leads to the general class
of ‘Jastrow wave functions’ [93, 94], which are given as

|ΨJ〉 = P̂J |Ψ0〉 . (4.14)

Here, |Ψ0〉 is a one-particle product state, such as (4.13), and P̂J is a correlation operator,
which can be chosen in various ways in order to minimise the variational ground-state energy.
Such general Jastrow wave functions are of importance for numerical quantum Monte-Carlo
calculations, see, e.g., reference [95].

The ‘Gutzwiller wave function’ (GWF) is a special Jastrow wave function with a particular
choice of the correlation operator P̂J. In a series of three publications [96–98], Gutzwiller
introduced and investigated the wave function

∣
∣Ψ′

G

〉
≡ P̂ ′

G |Ψ0〉 =
∏

i

P̂ ′
i |Ψ0〉 (4.15a)

in order to study ferromagnetism in a one-band Hubbard model. Here

P̂ ′
i ≡ gd̂i = 1 − (1 − g)d̂i (4.15b)

is the local ‘Gutzwiller correlation operator’ and the operator

d̂i ≡ n̂i,↑n̂i,↓ (4.15c)

measures doubly-occupied lattice sites. The variational parameter g, with 0 ≤ g ≤ 1, allows to
optimise the expectation value of local double occupancies that are energetically unfavourable
for a finite Hubbard interaction U > 0. The Ansatz (4.15) allows two opposing limits to be
described correctly, the uncorrelated limit U → 0 (with g = 1) and the atomic limit t → 0
(with g → 0). Note that, in the atomic limit t→ 0, the ground state is just a simple collection
of isolated atoms and different from the ground state at U → ∞, which, in general, is quite
difficult to determine, cf. section 2.4.2.

The Hilbert space of the local Hamiltonian for the one-band Hubbard model is four-dimen-
sional where a local basis |I〉 is given by the states |∅〉, |↑〉, |↓〉, and |d〉 for empty, singly-
occupied and doubly-occupied sites, respectively. By working with the occupation operator
d̂ = |d〉 〈d|, Gutzwiller singled out the state |d〉. A more symmetric definition of the local
Gutzwiller correlator (4.15b) is given by

P̂ =
∏

I

λm̂I

I =
∑

I

λIm̂I (4.16)
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where the operators m̂I = |I〉 〈I| are the projectors onto the four atomic eigenstates |I〉. The
operator (4.16) contains four parameters λI instead of only one parameter g in Gutzwiller’s
definition (4.15).

For general one-particle states |Ψ0〉, which, e.g., could show a complicated spatial spin
structure, it is obviously indicated to work with lattice site dependent parameters λi;I or gi.
This leads to our final definition of Gutzwiller wave functions

|ΨG〉 =
∏

i

P̂i |Ψ0〉 =
∏

i,I

λ
m̂i;I

i;I |Ψ0〉 (4.17a)

for the one-band Hubbard model. Note that the local correlation operator can also be written
as

P̂i =
∑

I

λi;Im̂i;I (4.17b)

since the operators m̂i;I are projectors, i.e., we have

m̂i;Im̂i;I′ = δI,I′m̂i;I . (4.18)

We will start from the definition (4.17) when we generalise the Gutzwiller theory for multi-band
models in section 4.3.

Finally, we address the question whether the two Gutzwiller projectors (4.15b) and (4.16)
define the same spaces of variational wave functions. Obviously, Gutzwiller’s original space
of wave functions, given by the projector (4.15b), is included in the Ansatz (4.16) since one
can simply chose λI = 1 for all |I〉 6= |d〉. It requires a more lengthy derivation to show that
the same is true in the opposite direction. In appendix D, we prove that, in fact, all wave
functions (4.17a) can be written in the form of equations (4.15) with lattice-site dependent
variational parameters gi.

4.2.2 Exact Evaluation for the Two-Site Hubbard Model

In general, the true ground state of a single-band Hubbard model cannot be written as
a Gutzwiller wave function. The situation is different, however, for the two-site Hubbard
model (2.22), which we introduced in section 2.3.1. As we will show now, for this model the
Gutzwiller wave function reproduces the exact ground states, in particular, the two-particle
ground state |Ψ−〉, equation (B.12b). For all particle numbers N 6= 2, this is a trivial re-
sult, since the eigenstates are Slater determinants. For N = 2, we choose the U = 0 ground
state (3.22),

|Ψ0〉 =
1√
2

(|2, s, 1〉1 − |2, s, 1〉2) (4.19)

as the one-particle wave function |Ψ0〉 in our Gutzwiller Ansatz |ΨG〉 = P̂G |Ψ0〉. The states
|2, s, 1〉i are defined as

|2, s, 1〉1 =
1√
2

(

ĉ†1,↑ĉ
†
2,↓ − ĉ†1,↓ĉ

†
2,↑

)

|0〉 , (4.20a)

|2, s, 1〉2 =
1√
2

(

ĉ†1,↑ĉ
†
1,↓ + ĉ†2,↑ĉ

†
2,↓

)

|0〉 ; (4.20b)

compare equation (B.10). We work with a Gutzwiller correlation operator

P̂G = P̂G;1P̂G;2 , (4.21)
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with site-independent local operators

P̂G;b = λ∅m̂∅ + λ↑m̂↑ + λ↓m̂↓ + λdm̂d . (4.22)

The states |2, s, 1〉i are eigenstates of P̂G,

P̂G |2, s, 1〉1 = λ↑λ↓ |2, s, 1〉1 , (4.23a)

P̂G |2, s, 1〉2 = λ∅λd |2, s, 1〉2 . (4.23b)

By comparison with the exact solution (B.12b), one finds that |ΨG〉 yields the exact ground
state if we set

λ↑ = λ↓ =

√√
2 cos (φ−) (4.24a)

and

λd = λ∅ =

√√
2| sin (φ−)| , (4.24b)

where φ− is defined in equation (B.12c).

4.3 Gutzwiller Wave Functions for Multi-Band Hubbard Mod-

els

It is quite obvious how to generalise the Gutzwiller wave function (4.17a) for the investigation
of the multi-band Hubbard models (2.15). The starting point is again a single-particle product
state |Ψ0〉 to which we apply a Jastrow factor that is a product of local correlation operators.
Hence, the multi-orbital Gutzwiller wave function has the form

|ΨG〉 = P̂G |Ψ0〉 =
∏

i

P̂i |Ψ0〉 . (4.25a)

The most general Ansatz for the local correlation operator in (4.25a) is given as

P̂i =
∑

Γi,Γ′
i

λi;Γi,Γ′
i
m̂i;Γi,Γ′

i
, (4.25b)

where we introduced a matrix λ̃i of variational parameters λi;Γi,Γ′
i

and operators

m̂i;Γi,Γ′
i
≡ |Γ〉i i

〈
Γ′∣∣ . (4.25c)

With a general variational-parameter matrix λ̃i, one could choose the states

|Γi〉 =
∑

Ii

TIi,Γi
|Ii〉 (4.26)

in (4.25c) as the eigenstates (4.10) of the Hamiltonian (4.1) without any loss of variational
flexibility. However, the atomic eigenstates are not necessarily best suited for numerical ap-
plications of the theory and, therefore, we will derive the variational ground-state energy in
the following chapters for an unspecified basis (4.26). Note that in the following we denote

|Γ| =
∑

I

|TI,Γ|2|I| (4.27)

as the number of particles in the state |Γ〉. The configurations |I〉i and the states |Γ〉i carry
a spatial index i because, in general, there can be various atoms in our Hamiltonian (2.15).
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However, in order to keep the notation as transparent as possible, we drop this index in the
following.

An alternative definition of the Gutzwiller variational space is given if we work with a
diagonal variational-parameter matrix λi;Γ,Γ and consider the coefficients TI,Γ as variational
parameters. For practical applications, this definition turns out to be less convenient because
one has to obey additional constraints concerning the normalisation and the orthogonality of
the states (4.26). However, for general considerations, we will occasionally use this alternative
formulation of the Gutzwiller variational space.

For our analytical considerations in the following chapter, and also for later applications,
we have to address the question which of the parameters λΓ,Γ′ = λi;Γ,Γ′ for a site i are assumed
to be finite. In reference [99], we investigated the wave function (4.25a) for λΓ,Γ′ = δΓ,Γ with
states |Γ〉 that were the eigenstates of the atomic Hamiltonian (4.1). At first sight, this Ansatz
seems quite natural since it yields the correct atomic limit and the uncorrelated limit of the
Hamiltonian (2.15). For all intermediate values of the hopping and the Coulomb parameters,
however, it turns out that such a restricted Ansatz can be insufficient; see for example the
results for the spin-orbit coupling in iron [100]. For systems without superconductivity, the
Gutzwiller wave function should be an eigenstate of the total particle number operator

N̂ =
∑

i,σ

n̂i,σ (4.28)

This requires that N̂ commutes with P̂G, which leads to

∑

Γ,Γ′

λΓ,Γ′(|Γ| − |Γ′|)m̂Γ,Γ′ = 0 . (4.29)

From equation (4.29), we conclude that λΓ,Γ′ can only be finite for states |Γ〉 , |Γ′〉 with the
same particle number. In a very similar way, one can show that these states have to belong
to the same representation of the point symmetry group, see appendix E.

For superconducting systems, one usually works with BCS-type one-particle wave functions
|Ψ0〉 for which the particle number is not conserved. In this case, the variational-parameter
matrix λΓ,Γ′ also have to be finite for states |Γ〉 , |Γ′〉 with different particle numbers, see
appendix F.

4.4 Evaluation of Gutzwiller Wave Functions and Earlier At-

tempts for a Generalised Gutzwiller Theory

Despite their simplicity, it is impossible, in general, to evaluate expectation values for the
single-band Gutzwiller wave functions (4.15) or (4.17a). For this reason, Gutzwiller introduced
an approximate evaluation scheme that was based on quasiclassical counting arguments. We
will discuss this approximation, which is usually denoted as the ‘Gutzwiller approximation’, in
section 6.1. Gutzwiller used his approach, in order to investigate the stability of ferromagnetic
order in one-band Hubbard models. He found that ferromagnetism shows up in such models
only under very special circumstances, for example, if there are sharp peaks in the density of
states at the paramagnetic Fermi level. These findings are in stark contrast to the Hartree-Fock
theory, which predicts the stability of ferromagnetic ground states for all one-band Hubbard
models with sufficiently large U parameters.

Whereas the Gutzwiller theory for the one-band model obviously failed to explain ferro-
magnetism in transition metals, it turned out to yield a qualitatively correct description of
the Mott metal-insulator transition [12, 101] at half band filling. This was first shown by
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Brinkman and Rice [102] who found that the variational parameter g goes to zero at some
critical value UC of the Hubbard parameter. Although, strictly speaking, the metallic or in-
sulating behaviour is not a simple ground-state property it is possible to derive a connection
between the Gutzwiller and the Landau-Fermi-liquid theory, see section 7.3. In this context,
one can interpret the behaviour of the Gutzwiller wave function at UC as a metal to insulator
transition. The insulating Gutzwiller state, however, is just a caricature of a realistic insulator
since all electrons are completely localised and immobile. Furthermore, it has been shown that
such a transition is entirely caused by the Gutzwiller approximation and does not show up if
the Gutzwiller wave function is evaluated exactly on lattices in finite spatial dimensions [103].

The Gutzwiller approximation was formulated for a spatially homogeneous para- or ferro-
magnetic system, see Gutzwiller’s own works [96–98] or the articles by Ogawa or by Vollhardt
[104, 105]. It is not a straightforward task to generalise the approximation to more complicated
situations. For example, the early attempts [104, 106, 107] to work with an antiferromagnetic
one-particle product state |Ψ0〉 in (4.15) led to some inconsistent and partly unphysical re-
sults. Similar problems arose when the Gutzwiller theory was applied [108–113] to a periodic
Anderson model [114]. Although, in these works, there was an agreement about the energy
functional that had to be minimised, it remained a controversy about the interpretation of
the results. In particular, it was not clear to what wave function the derived ground-state
properties actually apply.

Vulovic and Abrahams were the first who came up with a consistent analysis [113] of the
problems that arise when one aims to generalise the Gutzwiller approximation for more compli-
cated wave functions or Hamiltonians. They pointed out that, for systems (or wave functions)
with inequivalent spin-orbital states, i.e., in an antiferromagnet, the Gutzwiller correlation
operator changes the orbital occupation and it is not obvious how to cope with this effect in
the Gutzwiller-approximation scheme. Vulovic and Abrahams succeeded in formulating the
Gutzwiller approximation consistently for the periodic Anderson model. Their formulation,
however, could also not be generalised to investigate multi-band Hubbard models.

Chao and Gutzwiller [115–118] tried to generalise the Gutzwiller approximation to investi-
gate a degenerate two-band model. However, they were not able to derive an analytic energy
functional and they also did not find a way to include inter-orbital hopping terms. More recent
attempts to investigate more general multi-band models with the Gutzwiller approximation
also failed to cope with inter-orbital hopping terms in the Hamiltonian [119–121]. Bünemann
and Weber derived a Gutzwiller-approximation scheme that allowed to study general multi-
band models with purely density-density type Coulomb interaction terms (i.e., terms of the
form ∼ n̂σn̂σ′) without any restrictions on the single-particle Hamiltonian [122–124], see sec-
tion 6.1.

A very different way to derive the Gutzwiller ground-state energy functional is based on
the slave-boson mean-field theory. For the one-band model, this approach was first proposed
by Kotliar and Ruckenstein [125]. With the hindsight knowledge of the correct Gutzwiller
energy functional, the slave-boson method always turned out to be flexible enough to provide
an alternative derivation scheme for more complicated systems. We give an introduction into
the slave-boson theory in section 6.2.

Metzner, Gebhard, and Vollhardt were able to evaluate expectation values and correlation
functions exactly for Gutzwiller wave functions in one [126–129] and infinite dimensions [130,
131]. The evaluation in one dimension was later generalised to a ferromagnetic wave function in
reference [132]. Due to the availability of rather powerful numerical and analytical techniques
for one-dimensional systems, however, the Gutzwiller wave function does not provide any
relevant insights into the physics of such systems.

The energy functional in infinite dimensions turned out to be same as the one derived
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with the Gutzwiller approximation. Gebhard introduced a more elegant evaluation scheme
in this limit that allowed to work with arbitrary wave functions |Ψ0〉 and could be applied
straightforwardly to the periodic Anderson model [133, 133]. In all finite dimensions 1 <
D < ∞, one can evaluate expectation values for Gutzwiller wave functions only numerically
by means of variational quantum Monte Carlo simulations; see, e.g., [134–136] and references
therein.

Gutzwiller wave functions for multi-band Hubbard models have been evaluated by Büne-
mann, Gebhard, and Weber in the limit of infinite dimensions for density-density interactions
[137] and for general atomic Hamiltonians [99]. The variational wave functions have later been
generalised [138], in particular, to study superconducting systems. Note that with the phrase
‘Gutzwiller theory’ in this work we always mean the evaluation of Gutzwiller wave functions
in the limit of infinite spatial dimensions or by means of the Gutzwiller approximation.



Chapter 5

Limit of Infinite Spatial Dimensions

In this chapter, we explain in detail how expectation values for the Gutzwiller wave func-
tions (4.25) can be calculated in the limit of infinite spatial dimensions D. We start our con-
siderations in section 5.1 with the derivation of diagrammatic rules in the large-D limit. These
rules are used in section 5.2 where we evaluate all relevant expectation values for Gutzwiller
wave functions. The general structure of the Gutzwiller energy functional and a suitable way
to minimise it are discussed in section 5.3. Finally, in section 5.4, we consider the simplest
conceivable example, a one-band model at half filling, for which the minimisation of the energy
functional can be carried out analytically.

5.1 Fermiology in Infinite Dimensions

5.1.1 Scaling in Infinite Dimensions

A systematic investigation of itinerant lattice models in infinite dimensions began with the
work by Metzner and Vollhardt [130], Brandt and Mielsch [139–141], and Müller-Hartmann
[142, 143]. More recent reviews on this subject can be found in references [11, 12, 144, 145].

Before we start to evaluate Gutzwiller wave functions in the limit of infinite dimensions, we
have to address the scaling problem that arises in this limit. The contribution of each lattice
site i to the single-particle energy

ε0 ≡
∑

j,s

ti,j〈ĉ†i,sĉj,s〉 (5.1)

in a single-band Hubbard model should be finite. Each site i, however, has 2D nearest-
neighbours ji. If we assume constant hopping parameters ti,j = t and constant hopping

expectation values 〈ĉ†i,sĉji,s
〉 = P the nearest-neighbour contribution to the single-particle

energy

εn.n
0 = 2tPD (5.2)

obviously diverges for D → ∞. The same divergence is found for the contributions to (5.1)
beyond nearest-neighbour hopping. Therefore, one has to introduce a proper scaling of the
tight-binding parameters ti,j with the spatial dimensionD in order to ensure that (5.1) remains
finite.

At first sight, from equation (5.2) one may conclude that the proper scaling (for nearest
neighbours) is ti,j ∼ 1/D. However, this is incorrect because, with a scaling of ti,j , the
expectation value P also scales to zero with the spatial dimension D. In fact, it turns out that
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the correct scaling of the hopping matrix ti,j for a hyper-cubic lattice with lattice constant
a = 1 is given by

ti,j =
t̃i,j√

2D
||i−j|| . (5.3)

Here, we introduced the ‘New-York metric’

||i− j|| ≡
D∑

l=1

|Ri;l − Rj;l| , (5.4)

where Ri;l is the l-th component of the lattice site vector Ri. Note that the number of
neighbouring sites with distance ||i− j|| is given by

N ||i−j||
n.n = D||i−j|| . (5.5)

To motivate the general scaling proposition (5.3), we consider a model with only nearest-
neighbour hopping. In this case, the scaling is given by

ti,j = t =
t̃√
2D

(5.6)

where t̃ is a D-independent parameter. Then, the single-particle dispersion in momentum
space has the form

εk =
2t̃√
2D

D∑

l=1

cos kl , (5.7)

with wave vectors k = (kl, . . . , kD) and kl ∈ (−π, π). For D → ∞, the dispersion εk obviously
diverges for certain wave vectors, e.g., for k = (0, 0, . . .). One can show, however, that the
average energy per lattice site ε0 is finite. To this end, we introduce the single-particle density
of states

D0(ε) = lim
D→∞

1

(2π)D

∫

dDk δ(ε− εk) , (5.8)

which allows us to write ε0 as

ε0 =

∫ EF

−∞
dεD0(ε) . (5.9)

Here, EF is the Fermi energy, which determines the average particle number

n =

∫ EF

−∞
dεD0(ε) (5.10)

per lattice site.
In order to evaluate D0(ε), we follow reference [142] and consider the Fourier transform

D0(τ) =
1√
2π

∫ ∞

−∞
D0(ε) exp (iτε)dε (5.11a)

=
1√
2π

lim
D→∞

1

(2π)D

[∫ π

−π
dk exp

(

iτ
2t̃√
2D

cos (k)

)]D

(5.11b)

of (5.11a). We expand the integrand in (5.11b)

exp

(

iτ
2t̃√
2D

cos (k)

)

≈ 1 + iτ
2t̃√
2D

cos (k) − τ2 t̃
2

D
cos2 (k) (5.12)
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to leading order in 1/
√
D. The second term (∼ t̃) vanishes in (5.11b). Therefore, with the

representation

exp (x) = lim
n→∞

(

1 +
x

n

)n
(5.13)

of the exponential function, we find

D0(τ) =
1√
2π

lim
D→∞

1

(2π)D

(

2π − t̃2
π

D
τ2
)D

(5.14a)

=
1√
2π

exp

(

− t̃
2τ2

2

)

. (5.14b)

Finally, the inverse Fourier transform of (5.14b) yields the Gaussian density of states

D0(ε) =
1√
2πt̃

exp

(

− ε2

2t̃2

)

. (5.15)

Note that the same result can be derived with the central limit theorem, see, e.g., reference
[130]. The scaling for more general tight-binding matrices beyond nearest-neighbour hopping
is studied in reference [142].

Now, after having shown that the scaling (5.3) yields a finite energy per lattice site, we
can conclude that the expectation values in (5.1) scale as

〈ĉ†i,sĉj,s〉 ∼
1

√
2D

||i−j|| , (5.16)

such that the single-particle energy per site is finite,

ε0 =
∑

j,s

ti,j〈ĉ†i,sĉj,s〉 <∞ . (5.17)

In the following section, we discuss the implications of the scaling (5.16) for the evaluation of
many-particle expectation values.

5.1.2 Evaluation of Expectation Values

The evaluation of Gutzwiller wave functions, which we will discuss in section 5.2, leads to
expectation values

∑

i1,...,in

〈Ôi1Ôi2 . . . Ôin〉Ψ0 (5.18)

of many-particle operators with respect to a single-particle product wave functions |Ψ0〉. Here,
we introduced local operators

Ôil = Ĉ†
il,Il

Ĉil,I
′
l

(5.19)

where Ĉ†
i,I and Ĉi,I are defined in equations (4.4) and (4.5).

To evaluate the expectation value in (5.18), we use Wicks’s theorem, see appendix A. Note
that we can readily bring the operators in (5.18) into the form of equation (A.2) since fermionic
operators with different site indices il anticommute. All contributions to the expectation value
in (5.18), which follow from the application of Wick’s theorem, can be visualised by diagrams.
These have to be drawn, following the diagrammatic rules:

i) Draw n points, which represent the lattice sites i1, . . . , in in (5.18).
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Figure 5.1: Diagrams resulting from the
evaluation of (5.21).

ii) For each site il, draw |Il| outgoing and |I ′l | ingoing lines where the lines are carrying
indices σ ∈ Il and σ′ ∈ I ′l , respectively.

iii) Find all Nd topologically different ways to connect each outgoing line to an ingoing line.

iv) The contribution Dm
i1,...,in

(with m = 1, . . . , Nd) of a diagram is given by the product of
all lines, where a line represents the expectation value

P
σl,σ

′
l′

il,il′
=
〈
ĉ†il,σl

ĉ
il′ ,σ

′
l′

〉

Ψ0
. (5.20)

To formulate rules for the correct sign of a diagram, is more difficult. As we will show in
the following section, however, for our evaluation in the large D limit, the signs of the
diagrams are irrelevant and we can leave this question aside.

As an example, we show all diagrams that result from the evaluation of
〈(
ĉ†i1σ1

ĉ†i1σ2
ĉi1σ2

ĉi1σ1

)(
ĉ†i2σ3

ĉ†i2σ4
ĉi2σ4

ĉi2σ3

)〉

Ψ0

(5.21)

in figure 5.1. Note that the brackets in figure 5.1, for example σ1(σ2), that belong to different
lattice sites are unrelated. For example, there are four different diagrams in the first group
(I), which, explicitly, are given by an expansion of

D
(1−4)
i1,i2

=
(

P σ1,σ1
i1,i1

P σ2,σ2
i1,i1

− P σ1,σ2
i1,i1

P σ2,σ1
i1,i1

)(

P σ3,σ3
i2,i2

P σ4,σ4
i1,i1

− P σ3,σ4
i2,i2

P σ4,σ3
i1,i1

)

. (5.22)

Similarly, both the group (II) and (III) contains four different diagrams.
The diagrams (I)-(III) have a different scaling behaviour both with respect to the number

of lattice site L and the spatial dimension D. We first consider the scaling behaviour with
respect to L. As an example, the evaluation of the sum in (5.18) for the first diagram in group
(I) leads to

∑

i1,i2

D1
i1,i2 =

(
∑

i1

P σ1,σ1
i1,i1

P σ2,σ2
i1,i1

)(
∑

i2

P σ3,σ3
i2,i2

P σ4,σ4
i2,i2

)

, (5.23)

i.e., the lattice sums factorise in this case. Since each of the ‘local’ lines P σ1,σ1
i1,i1

is of the order

unity, the two sums in (5.23) lead to a contribution of order L2. In contrast, if we assume
translational invariance, i.e.,

P σ,σ′

i,i = P σ,σ′
(∀ i) (5.24)
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i1

i3

i2

(I)

i1 i2

i3

4i

i1 i2

i3(III)(II)

5i

Figure 5.2: Examples for diagrams that, in infinite dimensions, are finite (I)/(II), or that
vanish (III). For simplicity, arrows and orbital indices are dropped here.

we find ∑

i1,i2

P σ1,σ1
i1,i1

P σ2,σ3
i1,i2

P σ3,σ2
i2,i1

P σ4,σ4
i2,i2

= P σ1,σ1P σ4,σ4
∑

i1,i2

P σ2,σ3
i1,i2

P σ3,σ2
i2,i1

(5.25)

for one of the diagrams in group (II). The evaluation of the sum on the r.h.s. of equation (5.25)
yields

∑

i1,i2

P σ2,σ3
i1,i2

P σ3,σ2
i2,i1

=
∑

k,γ(occ.)

|uγ,σ2(k)|2|uγ,σ3(k)|2 (5.26)

where the coefficient uγ,σ(k) defines the creation operators

ĥ†k,γ ≡ 1√
L

∑

i,σ

eikRiuγ,σ(k)ĉ†i,σ , (5.27)

which set up the single-particle product state |Ψ0〉. Obviously, (5.26) is of order L and so is
the diagram (5.25).

The diagrams in our approach result from the evaluation of expectation values, which,
physically, have to be of order L. Therefore, all diagrams of order Lm, with m ≥ 2, cannot
contribute. For example, the diagrams (I) in figure 5.1 must somehow cancel out. As a matter
of fact, a scaling ∼ Lm with m ≥ 2 is found for all diagrams that are not totally connected;
for a proof of this general statement see, e.g., reference [3]. In our context, the discard of all
disconnected diagrams is a result of the linked-cluster theorem, see section 5.2.2.

The connected diagrams (II) and (III) scale differently with respect to the spatial dimen-
sion D. Since the local lines (5.24) are of order unity with respect to D, the diagrams (II) in
figure 5.1 scale like

∑

i1,i2

P σ2,σ3
i1,i2

P σ3,σ2
i2,i1

∼ L
∑

i2

P σ2,σ3
i1,i2

P σ3,σ2
i2,i1

∼ L
∑

i2

1

D||i1−i2|| ∼ L , (5.28)

i.e., they are of order unity with respect to D. In contrast, the diagrams (III) with four
fermionic lines scale at least like 1/D and, therefore, they vanish for D → ∞. The general
topological rule behind these considerations is:

A diagram of order L vanishes in the limit of infinite spatial dimensions if (at least) one
pair of sites is connected by three (or more) different paths.

For example, the diagrams (I) and (II) in figure 5.1.2 are finite, while the diagram (III) vanishes
since, here, the sites i1 and i2 are connected by three different paths. Note that in our context
two paths are denoted as ‘different’ if they do not share a single part. For example, the two
paths i5 → i3 → i1 and i5 → i4 → i3 → i1 in diagram (II), figure 5.1.2, are not different
according to this definition because they share the part i3 → i1.
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5.1.3 Simplifications in Momentum Space

The diagrammatic rules in infinite dimensions, which we formulated in real space in sec-
tion 5.1.2, have consequences for the evaluation of expectation values in momentum space.
We start our considerations with the momentum distribution

n0
k,s = 〈n̂k,s〉Ψ0

=
1

L

∑

i,j

ei(Ri−Rj)k
〈
ĉ†i,sĉj,s

〉

Ψ0
(5.29)

for a single-band Hubbard model. This momentum distribution is of order unity. However,
the r.h.s. of equation (5.29) seems to diverge in the limit of infinite dimensions because

1

L

∑

i,j

ei(Ri−Rj)k
〈
ĉ†i,sĉj,s

〉

Ψ0
=

∑

j

P s,s
i,j

︸ ︷︷ ︸

∼
√

D
||i−j||→∞

ei(Ri−Rj)k ?→ ∞ . (5.30)

Obviously, for a consistent evaluation of expectation values in the limit of infinite dimensions,
we have to add the following rule:

An exponential function ei(Ri−Rj)k scales like 1/
√

2D
||i−j||

.

This additional scaling rule has consequences for the evaluation of expectation values in mo-
mentum space. For example, we find

〈n̂k,sn̂k+q,s〉Ψ0
=

1

L2

∑

i,j,l,m

ei(Ri−Rj)kei(Rl−Rm)(k+q)
〈
ĉ†i,sĉj,sĉ

†
l,sĉm,s

〉

Ψ0
, (5.31a)

for q 6= 0, where the expectation value in the sum is given by

〈
ĉ†i,sĉj,sĉ

†
l,sĉm,s

〉

Ψ0
= P s,s

i,j P
s,s
l,m − P s,s

i,mP
s,s
l,j . (5.31b)

The two terms in (5.31a), arising from (5.31b), are displayed diagrammatically in the upper
part of figure 5.3. The solid lines represent, as before, the expectation values P s,s

i,j . The
exponential functions in (5.31a) are represented by dashed lines. Note that both diagrams are
disconnected with respect to the solid lines. For this reason, they are not of order L, unlike
connected diagrams, and the diagrammatic rule, formulated in section 5.1.2, cannot be applied
here directly. The easiest way to analyse the D → ∞ scaling of such unconnected diagrams
is to add a particle (solid) line that links the two disconnected parts of the diagram. This
diagrammatic procedure corresponds to a fixing of two sites in the sum (5.31a) and to analyse
the large-D scaling of the remaining two sums. To the new (connected) diagrams in figure 5.3
we can apply the diagrammatic rule of the previous section. As a result we find that the
diagram (I) is finite, while the diagram (II) vanishes because the sites i and l are connected
by three different paths.

Since the second diagram vanishes in infinite dimensions, we find a factorisation of the
expectation value in (5.31a),

〈n̂k,sn̂k+q,s〉Ψ0
=

(
1

L

∑

i,j

ei(Ri−Rj)kP s,s
i,j

)(
1

L

∑

l,m

ei(Rl−Rm)(k+q)P s,s
l,m

)

(5.32a)

= 〈n̂k,s〉Ψ0
〈n̂k+q,s〉Ψ0

. (5.32b)

This result can be generalised to arbitrary products of occupation operators in momentum
space. It is the foundation of the ‘Random-Dispersion Approximation’, see references [12, 22,
146, 147].
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Figure 5.3: Diagrams arising from the evaluation of equation (5.29), see text.

5.2 Evaluation of Gutzwiller Wave Functions

In this section, we evaluate expectation values for the Gutzwiller wave function

|ΨG〉 = P̂G |Ψ0〉 =
∏

i

P̂i |Ψ0〉 (5.33)

with
P̂i =

∑

Γ,Γ′

λi;Γ,Γ′m̂i;Γ,Γ′ (5.34)

in the limit of infinite spatial dimensions. We will confine our considerations to systems without
superconductivity. Although, technically, the treatment of wave functions with superconduct-
ing pairing does not differ from those without, the notations and results are more complicated.
In order to keep the derivation here as simple as possible, we refer the reader to appendix F
where the main results for systems with superconductivity are summarised.

The uncorrelated local density matrix C̃0
i with the elements

C0
i;σ,σ′ ≡ 〈ĉ†i,σ ĉi,σ′〉Ψ0 (5.35)

is not diagonal, in general. For a given wave function |Ψ0〉, however, one can always find a
local basis

ĥ†i,γ =
∑

σ

ui;γ,σ ĉ
†
i,σ , (5.36)

for which the corresponding density matrix H̃0
i with the elements

H0
i;γ,γ′ = 〈ĥ†i,γ ĥi,γ′〉Ψ0 = δγ,γ′n0

i,γ (5.37)

is diagonal. In order to determine the variational ground-state energy, it is most convenient
to work with such a local basis because, as we will see below, all expectation values have a
much simpler form. Unfortunately, in order to formulate a time dependent Gutzwiller theory
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in section 8.3, we need the energy functional for a general orbital basis |σ〉. Therefore, we
work with such a basis in our derivation here. In addition, we give the particular form of
all essential formulae also for the basis |γ〉 with a diagonal local density matrix. To clearly
distinguish equations for the two different basis sets, we denote the configurations states (Slater
determinants) defined for the operators (5.36) as |H〉 instead of |I〉.

We aim to evaluate expectation values of operators Ôi and Ôi,j = ĉ†i,σ ĉj,σ′ with respect to
the wave function (5.33),

〈Ôi〉G =
〈Ψ0|

[
∏

m6=i P̂
†
mP̂m

]

P̂ †
i ÔiP̂i |Ψ0〉

〈Ψ0|
∏

m P̂ †
mP̂m|Ψ0〉

, (5.38a)

〈Ôi,j〉G =
〈Ψ0|

[
∏

m6=i,j P̂
†
mP̂m

]

P̂ †
j P̂

†
i Ôi,jP̂i P̂j |Ψ0〉

〈Ψ0|
∏

m P̂ †
mP̂m|Ψ0〉

. (5.38b)

In the following, lattice site indices in formulae for local quantities will be generally dropped.
The product P̂ †

i P̂i of a local Gutzwiller correlation operators can be reduced to

P̂ †P̂ =
∑

I1,I2

λI1,I2 |I1〉〈I2| , (5.39a)

where
λI1,I2 =

∑

Γ1,Γ2

TI1,Γ1
T ∗

I2,Γ2

∑

Γ3

λ∗Γ3,Γ1
λΓ3,Γ2

, (5.39b)

and the coefficients TI,Γ have been introduced in equation (4.26). We evaluate 〈Ôi〉G and

〈Ôi,j〉G by means of the diagrammatic technique that was introduced in the previous section.
In such an approach, the sites m 6= i, j in (5.38) will play the role of inner vertices. Before
we start with the investigation of the expectation values (5.38), we first introduce a technique
in the following section that will later enable us to get rid of all diagrams that contain inner
vertices.

5.2.1 Local Constraints

First, we eliminate all local contributions at the inner vertices that arise after the application
of Wick’s theorem to the expectation values in (5.38). This leads to a number of constraints
for the variational parameters λi;Γ,Γ′ .

We expand P̂ †
i P̂i in terms of new local operators,

P̂ †P̂ = x∅,∅ +
[

P̂ †P̂
]HF

(5.40a)

[

P̂ †P̂
]HF

=
∑

I1,I2
(|Ii|≥1)

xI1,I2

(

Ĉ†
I1
ĈI2 −

[

Ĉ†
I1
ĈI2

]HF
)

(5.40b)

with operators Ĉ†
i,I and Ĉi,I as defined in (4.4) and (4.5) and expansion coefficients xi;I1,I2 .

Here, the Hartree-Fock operator for an even number n ≥ 4 of fermionic operators is defined
recursively,

[â1 . . . ân]HF ≡ 〈â1 . . . ân〉Ψ0
(5.41a)

+

1
∑′

{γ1,...,γn}=0

(−1)fs({γi})







(
n∏

ℓ=1

âγℓ

ℓ

)

−
[

n∏

ℓ=1

âγℓ

ℓ

]HF






〈
n∏

ℓ=1

â1−γℓ

ℓ

〉

Ψ0
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with

fs({γi}) ≡
n∑

ℓ=1

(

ℓ− 1

2

)

γℓ . (5.41b)

The prime in (5.41a) indicates that

2 ≤
n∑

ℓ=1

γℓ ≤ n− 2 (5.41c)

is even. As the starting point of the recursive formula (5.41), we define

[â1â2]
HF ≡ 〈â1â2〉Ψ0 (5.41d)

for n = 2 fermionic operators. By construction, the operators

Ĉ†
i;I1
Ĉi;I2 −

[

Ĉ†
i;I1
Ĉi;I2

]HF
(5.42)

in the expansion (5.40) generate diagrams with exactly |I1| = |I2| non-local lines that en-
ter (and leave) the lattice site i. All diagrams with trivial local Hartree-Fock bubbles are
automatically excluded.

As an example for this procedure, we consider the square of the local correlation operator
for the single-band Hubbard model, cf. equation (4.16),

P̂ †P̂ = P̂ 2 = λ2
dm̂d +

∑

s

λ2
sm̂s + λ2

∅m̂∅ (5.43a)

=

(

λ2
d −

∑

s

λ2
s + λ2

∅

)

ĉ†↑ĉ
†
↓ĉ↓ĉ↑ +

∑

s

(λ2
s − λ2

∅)ĉ
†
sĉs + λ2

∅ . (5.43b)

For the expansion (5.40) of

P̂ 2 = x∅,∅ + xd,d

(

ĉ†↑ĉ
†
↓ĉ↓ĉ↑ −

[

ĉ†↑ĉ
†
↓ĉ↓ĉ↑

]HF
)

+
∑

s

xs,s

(

ĉ†sĉs −
[

ĉ†sĉs
]HF

)

, (5.44a)

we need the Hartree-Fock operators,

[

ĉ†↑ĉ
†
↓ĉ↓ĉ↑

]HF
=

∑

s

ĉ†sĉs
〈
ĉ†s̄ĉs̄

〉

Ψ0
−
〈
ĉ†↑ĉ↑

〉

Ψ0

〈
ĉ†↓ĉ↓

〉

Ψ0
, (5.44b)

[

ĉ†sĉs
]HF

=
〈
ĉ†sĉs

〉

Ψ0
. (5.44c)

A comparison of equations (5.43b) and (5.44) yields the relations

λ2
∅ = x∅,∅ −

∑

s

xs,s

〈
ĉ†sĉs

〉

Ψ0
+ xd,d

〈
ĉ†↑ĉ↑

〉

Ψ0

〈
ĉ†↓ĉ↓

〉

Ψ0
, (5.45a)

λ2
s − λ2

∅ = xs,s − xd,d

〈
ĉ†s̄ĉs̄

〉

Ψ0
, (5.45b)

λ2
d −

∑

s

λ2
s + λ2

∅ = xd,d , (5.45c)

which, in principle, can be used to determine the coefficients xI,I as a function of the parameters
λI,I , or vice versa. In the following, we will carry out the expansion (5.40) in a way that avoids
to work with the expansion coefficients xI,I′ .
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For our diagrammatic evaluation, we demand that there is only a contribution from inner
vertices with at least two leaving and/or entering lines. This is ensured if

xi;∅,∅ = 1 , (5.46a)

xi;I1,I2 = 0 for |I1| = |I2| = 1 , (5.46b)

and for all lattice sites i. We can fulfill these conditions by restricting the variational pa-
rameters λi;Γ,Γ′ . Using the expansion (5.40) together with (5.46b) one readily finds that the
constraint equations

1 = 〈P̂ †
i P̂i 〉Ψ0 , (5.47a)

〈ĉ†i,σ ĉi,σ′〉Ψ0 = 〈ĉ†i,σ ĉi,σ′P̂
†
i P̂i 〉Ψ0 , (5.47b)

must be fulfilled. This follows from the fact that, apart from the trivial term xi;∅,∅ = 1 in (5.40),
at least four lines meet at every vertex; a contraction with the two ‘external’ fermionic operators
ĉ†i,σ and ĉi,σ′ in (5.47b) leaves at least one uncontracted pair whose local contraction, however,

vanishes by construction. Note that the same argument applies if we move the operator P̂ †
i P̂i

relative to ĉ†i,σ and ĉi,σ′ in (5.47). Hence, there are three different ways to formulate the
group of equations (5.47), which all yield the same physical constraints for the variational
parameters λi;Γ,Γ′ .

Explicitly, equations (5.47) have the form

1 =
∑

I1,I2

λI1,I2m
0
I1,I2 , (5.48a)

〈ĉ†σ ĉσ′〉Ψ0 =
∑

I1,I2,I3

〈I1|ĉ†σ ĉσ′ |I3〉λI3,I2m
0
I1,I2 , (5.48b)

where we introduced the expectation value

m0
I1,I2 =

〈
(|I1〉〈I2|)

〉

Ψ0
, (5.49)

which can be evaluated by means of equation (A.10), appendix A.
For the orbital basis |γ〉 with a diagonal density matrix (5.37), the constraints (5.48) read

1 =
∑

H

λHm
0
H,H (5.50a)

δγ,γ′n0
γ =

∑

H1,H2

λH1,H2〈H2|ĥ†γ ĥγ′ |H1〉
√

m0
H1
m0

H2
, (5.50b)

where we used that
m0

H,H′ = δH,H′m0
H,H ≡ m0

H , (5.51)

and

〈
(ĥ†γ ĥγ′ |H1〉〈H2|)

〉

Ψ0
= 〈H2|ĥ†γ ĥγ′ |H1〉m0

H2
(5.52a)

=

√
√
√
√
n0

γ(1 − n0
γ′)

n0
γ′(1 − n0

γ)
〈H2|ĥ†γ ĥγ′ |H1〉

√

m0
H1
m0

H2
. (5.52b)

Note that the left square root in (5.52b) does not appear in (5.50b) since it is either unity for
γ = γ′, or it can be cancelled for γ 6= γ′. For the one-band model, the constraints (5.50) have
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the form

1 = λ2
∅m

0
∅ +

∑

s

λ2
sm

0
s + λ2

dm
0
d , (5.53a)

n0
s = λ2

dm
0
d + λ2

sm
0
s , (5.53b)

if we assume a diagonal density matrix C̃0 and work with the correlation operator (4.16).
Here, the uncorrelated expectation values m0

I are given by

m0
d = n0

↑n
0
↓ , (5.54a)

m0
s = n0

s(1 − n0
s̄) , (5.54b)

m0
∅ = (1 − n0

↑)(1 − n0
↓) (5.54c)

with
n0

s ≡ 〈n̂s〉Ψ0
. (5.55)

Note that the non-diagonal constraints are automatically fulfilled for the correlation opera-
tor (4.16) since it leads to λ̄I,I′ ∼ δI,I′ . This, however, also shows that the Ansatz (4.16) is

insufficient for wave functions with non-diagonal elements 〈ĉ†i,sĉi,s̄〉Ψ0 6= 0 of the local density
matrix. To cope with such wave functions, one has to work with the correlation operator

P̂ = λdm̂d +
∑

s

λsm̂s + λ∅m̂∅ +
(
λ↑,↓ |↑〉 〈↓| + h.c.

)
, (5.56)

which generalises (4.16). A similar generalisation is needed to study systems with supercon-
ductivity, see equation (F.7).

5.2.2 Diagrammatic Simplifications

With the help of equations (5.40) and (5.46a), we expand the product over the squares of local
Gutzwiller correlation operators in (5.38) in the form

∏

m6=i[j]

P̂ 2
m = 1 +

∑ ′

m

[

P̂ 2
m

]HF
+

1

2

∑ ′

m1,m2

[

P̂ 2
m1

]HF [

P̂ 2
m2

]HF
+ . . . , (5.57)

where the prime on the sums indicates that all lattice sites are different from each other and
from i [and j]. When Wick’s theorem is applied to the numerators in (5.38) we can work with
the new lines

Kσ,σ′

m,n = 〈ĉ†n,σ ĉm,σ′〉Ψ0 − δn,m〈ĉ†n,σ ĉn,σ′〉Ψ0 (5.58)

instead of P σ,σ′

m,n in our diagrammatic expansion. This is possible since, in those cases where
Fermi operators on the same site are contracted, the contribution vanishes by construction of

the Hartree-Fock operators
[
P̂ 2

m

]HF
.

The application of Wick’s theorem thus gives a result that we would have obtained by
working with Graßmann operators ĉgi,σ instead of Fermion operators in the definition of the
expectation values; all operators ĉgi,σ anti-commute with each other

[
ĉgi,σ, ĉ

g
j,σ′

]

+
= 0 , (5.59)

so that local contractions always vanish,

〈
ĉgi,σ ĉ

g
i,σ′

〉

Ψ0
= 0 . (5.60)
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The use of Graßmann operators instead of Fermi operators also shows that we may now drop
the restrictions on the lattice sums because all contributions with two lattice sites put equal
vanish due to the anti-commutation relation between the corresponding Graßmann operators.
In this way, we have generated a diagrammatic theory in which lines between two vertices n
and m are given by the one-particle density matrices Kσ σ′

m,n defined in (5.58), and xm;I1,I2 gives
the strength of a vertex (m; I1, I2) with |I1| = |I2| ingoing and outgoing lines.

Now we are in the position to apply the ‘linked-cluster theorem’, see, e.g., reference [3], so
that all disconnected diagrams in the numerators in equations (5.38) cancel the corresponding
denominator. Then, the calculation of the expectation values (5.38a) and (5.38b) is reduced
to the sum over all connected diagrams according to the Feynman rules with lines and vertices
as defined above.

By construction, at least four lines meet at every inner vertex. For the operators Ôi and
Ôij in (5.38) that we investigate in this section, it follows that two inner vertices are always
connected by at least three independent paths of lines. Therefore, the contribution of all
diagrams with inner vertices vanishes at least proportional to 1/

√
D in the limit of infinite

dimensions. Thus, not a single diagram needs to be calculated in infinite dimensions, i.e., we
arrive at the result

〈Ôi〉ΨG
= 〈Ψ0|P̂ †

i ÔiP̂i |Ψ0〉 , (5.61a)

〈Ôi,j〉ΨG
= 〈Ψ0|P̂ †

j P̂
†
i Ôi,jP̂i P̂j |Ψ0〉 (5.61b)

in D = ∞ dimensions. Note that the arguments that led to equation (5.61b) do not apply
to all types of two-site operators Ôij . For example, the evaluation of Ôij = n̂i,σn̂j,σ′ leads to
an infinite number of diagrams that contribute even in the limit of infinite spatial dimensions.
Equation (5.61b) does, however, apply to hopping operators Ôij = ĉ†i,σ ĉj,σ′ . For them, the
result (5.61b) can be even further simplified because in D = ∞ dimensions, there is only a
single line connecting the two external vertices i and j, see below.

5.2.3 Local Energy

For a general atomic basis |Γ〉, the local Hamiltonian (4.1) has the form

Ĥloc =
∑

Γ,Γ′

Eloc
Γ,Γ′ |Γ〉〈Γ′| (5.62)

with

Eloc
Γ,Γ′ ≡ 〈Γ|Ĥloc|Γ′〉 . (5.63)

Since, for this operator, we find

P̂ †ĤlocP̂ =
∑

Γ1...Γ4

λ∗Γ2,Γ1
λΓ3,Γ4

Eloc
Γ2,Γ3

|Γ1〉〈Γ4| , (5.64)

equation (5.61a) yields the expectation value

Eloc = 〈Ĥloc〉ΨG
=
∑

Γ1...Γ4

λ∗Γ2,Γ1
λΓ3,Γ4

Eloc
Γ2,Γ3

m0
Γ1,Γ4

, (5.65)

where we introduced the uncorrelated expectation value

m0
Γ1,Γ4

≡
〈
(|Γ1〉〈Γ4|)

〉

Ψ0
=
∑

I1,I4

TI1,Γ1
T ∗

I4,Γ4
m0

I1,I4 , (5.66)
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and m0
I1,I4

is calculated in equation (A.10).
For the special case that the states |Γ〉 are the eigenstates of the local Hamiltonian and

the variational-parameter matrix is diagonal, i.e., with

Eloc
Γ,Γ′ = δΓ,Γ′EΓ , (5.67a)

λΓ,Γ′ = δΓ,Γ′λΓ , (5.67b)

the expectation value of Ĥloc is given by

〈Ĥloc〉ΨG
=

∑

Γ

EΓ〈m̂Γ〉ΨG
, (5.67c)

〈m̂Γ〉ΨG
= λ2

Γ〈m̂Γ〉Ψ0 . (5.67d)

For example, the expectation values of the projectors onto the four atomic states in a single-
band Hubbard model are

md = 〈m̂d〉ΨG
= λ2

dn
0
↑n

0
↓ , (5.68a)

ms = 〈m̂s〉ΨG
= λ2

sn
0
s(1 − n0

s̄) , (5.68b)

m∅ = 〈m̂∅〉ΨG
= λ2

∅(1 − n0
↑)(1 − n0

↓) , (5.68c)

if we assume a diagonal density matrix C̃0 and work with the correlation operator (4.16). Note
that with these finding we can write the constraints (5.53) in the form

1 = md +
∑

s

ms +m∅ , (5.69a)

n0
s = md +ms = ns , (5.69b)

i.e., the constraints simply ensure that the orbital densities are the same in the Gutzwiller
wave function |ΨG〉 and in the corresponding single-particle product state |Ψ0〉. For multi-
band models, such an identity of correlated and uncorrelated densities is not guaranteed, in
general, as we will show in the following section 5.2.4.

5.2.4 Local Density Matrix

The single-particle wave function |Ψ0〉 enters all local expectation values solely through the
uncorrelated local density matrix C̃0, cf. equation (5.35). The occupation of local orbitals,
however, is determined by the correlated local density matrix

Cσ,σ′ ≡ 〈ĉ†σ ĉσ′〉ΨG
= 〈P̂ †ĉ†σ ĉσ′P̂ 〉Ψ0 , (5.70)

which, in general, is not identical to C0
σ,σ′ . Instead, equation (5.61a) yields

Cσ,σ′ =
∑

I1,...,I4

λ∗I4,I1λI3,I2〈I4|ĉ†σ ĉσ′ |I3〉m0
I1,I2 (5.71)

with
λI1,I2 ≡

∑

Γ1,Γ2

TI1,Γ1
T ∗

I2,Γ2
λΓ1,Γ2 . (5.72)

A comparison with equation (5.48b) reveals that we have Cσ,σ′ = C0
σ,σ′ only if

∑

I3

〈I1|ĉ†σ ĉσ′ |I3〉λI3,I2 =
∑

I3,I4

〈I4|ĉ†σ ĉσ′ |I3〉λ∗I4,I1λI3,I2 . (5.73)
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Even in the case that Cσ,σ′ 6= C0
σ,σ′ , the total number of particles per site is still conserved,

i.e., we find
∑

σ

Cσ,σ =
∑

σ

C0
σ,σ . (5.74)

This identity follows from the fact that the local number operator

N̂ ≡
∑

σ

ĉ†σ ĉσ , (5.75)

commutes with the local correlation operator P̂ . Therefore, we find

〈P̂ †N̂ P̂ 〉Ψ0 = 〈P̂ †P̂ N̂〉Ψ0 , (5.76)

where the two sides of this equation yield the correlated and the uncorrelated particle number,
see equations (5.47b) and (5.70).

5.2.5 Hopping Expectation Values

Finally, we consider the correlated expectation value

P̄ σ1,σ2
i,j ≡

〈
ĉ†i,σ1

ĉj,σ2

〉

ΨG
(5.77a)

=
〈
(P̂ †

i ĉ
†
i,σ1

P̂i )(P̂ †
j ĉj,σ2

P̂j )
〉

Ψ0
, (5.77b)

for a hopping operator. Note that the equation (5.77b) follows from (5.61b). In order to eval-
uate (5.77b), we apply again Wick’s theorem. Here, we must keep in mind that eventually we
aim at an evaluation of the single-particle Hamiltonian in (2.15) where each hopping operator

is multiplied with a hopping amplitude tσ,σ′

i,j . Due to the scaling (5.6) of those amplitudes, the
only finite contributions from the expectation value (5.77b) contain a single line connecting
the two sites i and j. This leads to the expression

〈
ĉ†i,σ1

ĉj,σ2

〉

ΨG
=
∑

σ′
1,σ′

2

q
σ′
1

σ1

(

q
σ′
2

σ2

)∗ 〈
ĉ†
i,σ′

1
ĉ
j,σ′

2

〉

Ψ0
, (5.78)

in which, to simplify the notation, we dropped the lattice site index of the ‘renormalisation
matrix’ qσ′

σ . In order to determine this matrix, we have to evaluate the expectation value

〈P̂ †ĉ†σP̂ . . .〉Ψ0 =
∑

Γ1,...,Γ4

λ∗Γ2,Γ1
λΓ3,Γ4

〈Γ2|ĉ†σ|Γ3〉 (5.79)

×
∑

I1,I4

TI1,Γ1
T ∗

I4,Γ4
〈(|I1〉 〈I4|) . . .〉Ψ0

for the a creation operator at site i by means of Wick’s theorem. The remaining expectation
value in the second line of equation (5.79) leads to a sum over all possibilities to take a creation

operator ĉ†i,σ′ out of |I1〉 〈I4|, see equation (4.8), which then generates a line together with an
annihilation operator on site j. This procedure eventually yields the result

qσ′

σ =
∑

Γ1,...,Γ4

λ∗Γ2,Γ1
λΓ3,Γ4

〈Γ2|ĉ†σ|Γ3〉
∑

I1,I4

TI1,Γ1
T ∗

I4,Γ4
Hσ′

I1,I4 , (5.80a)

which, by using equation (5.72), can also be written as

qσ′

σ =
∑

I1,...,I4

λ∗I2,I1λI3,I4〈I2|ĉ†σ|I3〉Hσ′

I1,I4 . (5.80b)
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In equations (5.80), we introduced the expectation value Hσ′

I1,I4
, which contains three different

contributions, depending on whether the index σ′ is an element of I1 ∩ I4, I1\(I1 ∩ I4), or

J = (1, . . . , N)\(I1 ∪ I4). With the abbreviation fσ,I ≡ 〈I|ĉ†σ ĉσ|I〉, we can write Hσ′

I1,I4
as

Hσ′

I1,I4 ≡ (1 − fσ′,I1)〈I4|ĉσ′ |I4 ∪ σ′〉m0
I1,I4∪σ′ (5.81)

+〈I1\σ′|ĉσ′ |I1〉
(

fσ′,I4m
0
I1\σ′,I4

+ (1 − fσ′,I4)m
0;σ′

I1\σ′,I4

)

.

Here, the expectation value m0;σ′

I1\σ′,I4
has the same form as the corresponding one in equa-

tion (A.10), except that the index J is replaced by J\σ′.
For the basis |γ〉 with the diagonal local density matrix (5.37), we find

Hγ′

H1,H4
=

1

n0
γ′

〈(
|H1〉 〈H4| ĥγ′

)〉

Ψ0

(5.82)

for the expectation value (5.81) and, accordingly, the renormalisation matrix has the form

qγ′

γ =
1

n0
γ′

∑

Γ1...Γ4

λ∗Γ2,Γ1
λΓ3,Γ4

〈Γ2|ĥ†γ |Γ3〉
〈(

|Γ1〉〈Γ4|ĥγ′

)〉

Ψ0

. (5.83)

Note that from this expression, one can readily derive the compact formula

qγ′

γ =
1

n0
γ′

〈P̂ †ĥ†γP̂ ĥγ′〉Ψ0 (5.84)

for the renormalisation matrix, which, however, is valid only for the orbital basis |γ〉.
As an example, we consider the one-band Hubbard model with the correlation opera-

tor (4.16) and a diagonal density matrix. From equation (5.84) we find that qs′
s = δs,s′q

s
s with

qs
s =

1

n0
s

(
λ∅λsm

0
s + λdλs̄m

0
d

)
(5.85a)

=
1

√

n0
s(1 − n0

s)

(√
m∅ms +

√
mdms̄

)
(5.85b)

where, in the second line, we used equations (5.68).

5.3 Energy Functional in Infinite Dimensions

We now summarise the results of this chapter and discuss the general structure of our min-
imisation problem. In infinite dimensions, the expectation value

EG ≡ 〈ĤH〉ΨG
(5.86)

of the Hubbard Hamiltonian (2.15) with respect to the Gutzwiller wave function (4.25) is given
by

EG

(
{λ̃i}, {C̃0

i }, |Ψ0〉
)

= E0

(
{λ̃}, {C̃0

i }, |Ψ0〉
)

+
∑

i

Ei;loc

(
λ̃i, C̃

0
i

)
, (5.87)

where

Eloc

(
λ̃i, C̃

0
i

)
≡
∑

i

Ei;loc

(
λ̃i, C̃

0
i

)
(5.88)
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is the sum of all local energies (5.65) and

E0({λ̃i}, {C̃0
i }, |Ψ0〉) =

∑

i6=j

∑

σ1,σ′
1,σ2,σ′

2

tσ1,σ2
i,j q

σ′
1

σ1

(

q
σ′
2

σ2

)∗ 〈
ĉ†
i,σ′

1
ĉ
j,σ′

2

〉

Ψ0
(5.89)

is the single-particle energy functional that derives from the expectation value (5.78) of hopping
operators. Note that the functional (5.89) can also be written in the form

E0({λ̃i}, |Ψ0〉) =
∑

i6=j

∑

σ,σ′

t̃σ,σ′

i,j 〈ĉ†i,σ ĉj,σ′〉Ψ0 , (5.90)

where we introduced the effective hopping parameters

t̃
σ′
1,σ′

2
i,j ≡

∑

σ1,σ2

tσ1,σ2
i,j q

σ′
1

σ1

(

q
σ′
2

σ2

)∗
. (5.91)

Both properties, the renormalisation matrix qσ′

σ , equation (5.80b), and the local energy func-
tional Eloc(λ̃i, C̃

0
i ) are functions of the variational parameter matrices λ̃i and the uncorrelated

density matrices C̃0
i on all lattice sites i.

We have to minimise the variational ground-state energy (5.87) with respect to all param-
eters {λ̃i} and the one-particle states |Ψ0〉, whereby the constraints (5.48) have to be obeyed.
The latter may be achieved by fixing the parameters λi;Γ,Γ′ for |Γ|, |Γ′| ≤ 1, which are then
functions of C̃0

i and of the remaining independent parameters λi
i;Γ,Γ′ with |Γ|, |Γ′| > 1. Such an

explicit solution of the constraints yields an energy functional of the form (5.87)-(5.90) with
the argument {λ̃i} replaced by {λ̃i

i}. Note that this way to obey the constraints is only useful
for our formal considerations in this section. In numerical applications, we employ different
strategies, see appendix H.

The one-particle states |Ψ0〉 enter the energy functional indirectly through the local density
matrix C̃0

i , equation (5.35), and explicitly in the expectation value of hopping operators,
equation (5.90). To carry out an unconstrained minimisation with respect to |Ψ0〉, we introduce
the matrix η̃i of Lagrange multipliers ηi;σ,σ′ , which ensure that equation (5.35) is fulfilled. The
particle numbers in |ΨG〉 and |Ψ0〉 are the same, see equation (5.74). In order to fix the average
number of particles

N =
∑

i,σ

〈ĉ†i,σ ĉi,σ〉ΨG
, (5.92)

and to ensure the normalisation of |Ψ0〉, we use Lagrange multipliers EF and ESP, respectively.
Then, the variational ground-state energy Evar

0 is given by

Evar
0 = Minimum

{λ̃i
i},{C̃0

i },{η̃i},|Ψ0〉,EF,ESP
Ec

(
{λ̃i

i}, {C̃0
i }, {η̃i}, |Ψ0〉, EF, E

SP
)

(5.93)

with

Ec(. . .) = EG

(
{λ̃i

i}, {C̃0
i }, |Ψ0〉

)
+
∑

i,σ,σ′

ηi;σ,σ′

(
C0

i;σ,σ′ − 〈Ψ0|ĉ†i,σ ĉi,σ′ |Ψ0〉
)

+EF

(

N −
∑

i,σ

〈Ψ0|ĉ†i,σ ĉi,σ|Ψ0〉
)

− ESP
(
〈Ψ0|Ψ0〉 − 1

)
. (5.94)

Note that, strictly speaking, one has to find a stationary point and not a minimum of Ec(. . .)
in equation (5.93).
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The minimisation with respect to |Ψ0〉 can now be carried out explicitly and leads to the
effective one-particle Schrödinger equation

Ĥeff
0

∣
∣Ψ0

〉
= ESP

(
{λ̃i

i}, {C̃0
i }, {η̃i}

)∣
∣Ψ0

〉
, (5.95)

with the effective single-particle Hamiltonian

Ĥeff
0 ≡

∑

i6=j

∑

σ,σ′

t̃σ,σ′

i,j ĉ†i,σ ĉj,σ′ −
∑

i

(ηi;σ,σ′ + δσ,σ′EF)ĉ†i,σ ĉi,σ′ . (5.96)

For translationally invariant systems, the effective Hamiltonian (5.96) in momentum space has
the form

Ĥeff
0 =

∑

k,σ,σ′

(
∑

σ̃,σ̃′

Qσ,σ′

σ̃,σ̃′εk;σ̃,σ̃′ − ησ,σ′ − δσ,σ′EF

)

ĉ†k,σ ĉk,σ′ , (5.97)

where

Qσ,σ′

σ̃,σ̃′ ≡ qσ
σ̃(qσ′

σ̃ )∗ , (5.98a)

εk;σ,σ′ ≡ 1

L

∑

i6=j

tσ,σ′

i,j eik(Ri−Rj) , (5.98b)

and the operators ĉ
(†)
k,σ have been defined in equation (2.17b). The Hamiltonian (5.97) can be

readily diagonalised

Ĥeff
0 =

∑

k,γ

(Ek,γ − EF)ĥ†k,γ ĥk,γ , (5.99)

by a proper unitary transformation

ĥ†k,γ =
∑

σ

uγ,σ(k)ĉ†k,σ (5.100)

such that the eigenvalues Ek,γ of Ĥeff
0 and the band-energy matrix (5.98b) are related through

Ek,γ =
∑

σ,σ′

(
∑

σ̃,σ̃′

Qσ,σ′

σ̃,σ̃′εk;σ̃,σ̃′ − ησ,σ′

)

uγ,σ(k)u∗γ,σ′(k) . (5.101)

We assume that the wave function |Ψ0〉 is the ground state

|Ψ0〉 =
∏

k,γ

(Ek,γ≤EF)

ĥ†k,γ |0〉 (5.102)

of the effective single-particle Hamiltonian (5.99). This assumption is motivated by the corre-
sponding result in the Hartree-Fock theory, see reference [31]. So far, however, it has not been
formally proven in the context of the Gutzwiller theory. In this way, |Ψ0〉 becomes a function
of {λ̃i

i}, {C̃0
i }, {η̃i}, and, in principle, the remaining task is to find the minimum

Evar
0 = Minimum

{λ̃i
i},{C̃0

i },{η̃i},EF

Ec

(
{λ̃i

i}, {C̃0
i }, {η̃i}, EF

)
(5.103)

of the function

Ec(. . .) = ESP
(
{λ̃i

i}, {C̃0
i }, {η̃i}

)
+ Eloc

(
{λ̃i

i}, {C̃0
i }
)

+
∑

i,σ,σ′

ηi;σ,σ′C0
i;σ,σ′ + EFN . (5.104)
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Note that the minimisation of (5.104) with respect to ηi;σ,σ′ and EF just recaptures the physical
definition of the density matrix, equation (5.35), and fixes the particle number, equation (5.92).

The minimisation of Ec in this straightforward way requires rather time-consuming cal-
culations of expectation values in |Ψ0〉 for every single variation of our parameters. Such a
strategy is therefore prohibitive, in particular due to the large number of variational parameters
{λ̃i}. Therefore, one needs more sophisticated numerical strategies when our general theory is
applied to realistic model system. Such strategies are discussed in detail in appendix H.

So far, the effective single-particle Hamiltonian (5.96) is just an auxiliary object, which
is needed for the determination of the variational ground state. However, as we will explain
in section 7.3, the eigenvalues Ek,γ of that Hamiltonian can be interpreted as quasi-particle
energies within a Landau Fermi-liquid theory and, therefore, they are of great importance for
the interpretation of experiments.

5.4 Example: Single-Band Hubbard Model

In the previous sections of this chapter, we have already evaluated all general results for the
special case of a single-band Hubbard model. Therefore, we can readily summarise them as
follows: The variational ground-state energy of the single-band Hubbard model (2.20) is given
by

E1B = 〈Ĥ1B〉ΨG
=
∑

i,j

∑

s

(qs
s)

2 ti,j〈ĉ†i,sĉj,s〉Ψ0 + ULmd , (5.105)

where qs
s is defined in equation (5.85b). Equations (5.69) allow us to write the occupation

expectation values

m∅ = 1 −
∑

s

n0
s +md , (5.106a)

ms = n0
s −md (5.106b)

as a function of the only remaining variational parameter, md. Note that in equations (5.105)
and (5.106) we assumed a diagonal local density matrix with respect to our single-particle
wave function |Ψ0〉.

Starting from the energy functional (5.105) we now discuss the Brinkman-Rice metal-
insulator transition at half filling and we evaluate the Gutzwiller energy functional for the
two-site Hubbard model (2.22). In both cases, the minimisation of the energy functional (5.105)
can be carried out analytically.

5.4.1 The Brinkman-Rice Transition

As first shown by Brinkman and Rice [102], the Gutzwiller theory for the single-band model
at half band filling contains a metal-insulator transition. For n0

s = 1/2 and a translationally
invariant ground state without spin order, the variational ground-state energy (5.105) is given
by

E1B = 16(1 − 2md)mdε0 + Umd , (5.107)

where

ε0 ≡
∑

i,j

ti,j〈ĉ†i,sĉj,s〉Ψ0 =
1

L

∑

k(εk<EF)

εk (5.108)

and εk is the Fourier transform of ti,j . The minimisation of the energy (5.107) with respect to
md leads to

md =
1

4

(

1 − U

UBR

)

, (5.109)
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and

(qs
s)

2 ≡ q2 = 1 −
(

U

UBR

)2

, (5.110)

where we introduced the critical interaction strength UBR ≡ 16|ε0|. When U approaches UBR

from below, the average number of doubly-occupied lattice sites and the renormalisation factor
q both go to zero. As will be shown in chapter 7, the square q2 of the renormalisation factor
is related to the effective mass m∗ of quasi-particle excitations, m∗ ∼ 1/q2. Therefore, one
interprets the result (5.110) as a metal-to-insulator transition.

At values U > UBR, the Gutzwiller theory depicts a collection of isolated and singly-
occupied sites, which is certainly not a satisfactory description of a Mott insulator. In addition,
it has been shown for the single-band model that the Brinkman–Rice transition at finite
interaction strength is the consequence of the large-D limit, i.e., it is not contained in the
wave function for any finite dimension [103]. Hence, statements on metal-insulator transitions
based on our variational description must be taken with care.

5.4.2 Two-Site Hubbard Model

An approximation that becomes exact in the limit of infinite spatial dimensions is certainly
not the method of choice for the investigation of a one-dimensional system, such as the two-site
model (2.22). Therefore, the results in this section should be seen as a benchmark test on how
the Gutzwiller theory copes with a model system for which it is actually most inappropriate.

We focus again on the half-filled case. Without antiferromagnetic order, i.e., when we work
with the one-particle wave function (4.19), the approximate energy functional for the two-site
Hubbard model reads

EG(d) = −2tq(d) + 2Ud , (5.111)

where

q(d) = 8d(1 − 2d) . (5.112)

As in the previous section, the minimisation of (5.111) leads to a Brinkman-Rice transition at
a critical interaction strength UBR = 8t where the double occupancy,

d = dBR =
1

4

(

1 − U

8t

)

, (5.113)

and the ground-state energy

EG(dBR) = −2t+
U

2
− U2

32t
, (5.114)

vanish. This result is already an improvement over the Hartree-Fock theory, equation (3.25),
however, it still does not yield the correct second-order contribution, which is ∼ 1/(16t), as
can be seen from the exact ground-state energy

Eexact
0 =

1

2

(

U −
√

U2 + 16t2
)

, (5.115)

equation (B.13b).

The energy (5.111) goes to zero for U = UBR and, therefore, it becomes larger than the
corresponding Hartree-Fock ground-state energy (3.30) beyond a certain value of U . Since
the space of Gutzwiller wave functions contains the whole Hartree-Fock space, the optimum
Gutzwiller energy must be lower than the Hartree-Fock energy. Consequently, there must be
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an antiferromagnetic solution for this model in the Gutzwiller theory as well. To determine
it, we have to minimise the energy functional

EG(η, d) = 4tq(η, d) sin (θ) cos (θ) + 2Ud , (5.116)

with

q(η, d) =
2d
(√

1 − 2d+ 2∆(η) +
√

1 − 2d− 2∆(η)
)2

1 − ∆(η)2
, (5.117)

and ∆(η) as defined in (3.29). The angle θ = θ(η) in (3.29) and (5.116) is given by

tan (θ) = −η +
√

η2 + t2

t
. (5.118)

For d = dBR, a second-order expansion of EG(η, d) with respect to η indicates that the non-
magnetic state becomes unstable if U > UC where UC = 8(

√
2 − 1)t ≈ 3.3t. For U > UC, the

minimisation of (5.116) with respect to η and d has to be carried out numerically.

The difference between the Gutzwiller and the exact ground-state energy as a function of
U/t is shown in figure 5.4. For comparison, the figure also shows the energy difference for the
Hartree-Fock wave function. The dotted lines are the magnetisation curves in both theories.
Obviously, both theories do not capture the physics of the true ground state correctly since
they break the SU(2) spin-symmetry. The Gutzwiller theory result is quantitatively superior
to the Hartree-Fock theory. The spurious phase transition is shifted to larger values of U/t
and, energetically, the deviation from the exact results is smaller, in particular, for medium
interaction strengths.

5.5 Non-Local Interaction Terms

As shown in section 2.4, non-local interaction terms naturally arise either, as a direct conse-
quence of the Coulomb interaction, e.g., in equation (2.27), or in effective models, such as ĤJ

and Ĥ3 in (2.40). In this section, we focus on the t-J model (2.41). The evaluation of other
terms, e.g., those in the Hamiltonian (2.27) or the three site terms in (2.40b) can be readily
derived from our considerations here.
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The t-J model and the additional three-site operator (2.40b) have been studied extensively
by means of Gutzwiller wave functions both numerically, in ‘variational quantum Monte-
Carlo’ calculations, and analytically, by means of the Gutzwiller approximation, see references
[27, 136, 148–150]. As will be shown in section 6.1.3, the Gutzwiller approximation scheme does
not yield unambiguous results for the expectation values of non-local operators. Therefore,
the exact evaluation in infinite dimensions is essential to assess the validity of the analytical
expressions derived in the Gutzwiller approximation scheme.

The evaluation of non-local operators, e.g., of the operator

ĤJ =
∑

i,j

Ji,jŜiŜj (5.119a)

=
∑

i,j

Ji,j

[
1

4
(n̂i,↑ − n̂i,↓)(n̂j,↑ − n̂j,↓) + (ĉ†i,↑ĉi,↓ĉ

†
j,↓ĉj,↑ + h.c.)

]

(5.119b)

in the limit of infinite dimensions leads to a general problem concerning the proper scaling of
coupling parameters with respect to the lattice dimension D. For the t-J model, the exchange
parameters in (5.119a) are given as Ji,j = t2i,j/U , from which we can derive

Ji,j = J̄i,j
1

D||i−j|| , (5.120)

where J̄i,j is independent of D. With such a scaling, however, the evaluation of ĤJ leads
to a rather trivial result; only the Ising-terms in the Hamiltonian (5.119a) lead to a finite
contribution,

∑

i,j

Ji,j〈n̂i,sn̂j,s′〉ΨG
=
∑

i,j

Ji,j〈n̂i,s〉ΨG
〈n̂j,s′〉ΨG

, (5.121)

which is of order unity in the large-D limit. From (5.121) one readily finds that, for a param-
agnetic ground state, the expectation value of ĤJ vanishes.

In order to derive the energy expressions that are used in references [27, 136, 148–150], we
have to assume that Ji,j is independent of D. Note that such a scaling leads to sensible results
in infinite dimensions only for paramagnetic ground states since, for spin-ordered states, the
terms (5.121) diverge in the large-D limit. With D-independent parameters Ji,j , the leading
terms of order unity in the expectation value of ĤJ have the form

∑

i,j

Ji,j〈n̂i,sn̂j,s〉ΨG
=
∑

i,j

Ji,j〈P̂in̂i,sP̂iP̂jn̂j,sP̂j〉Ψ0 (5.122)

Here, we used the fact that Ji,j is finite only up to a certain shell of nearest neighbours, which
restricts the sum in (5.122). For an unrestricted sum, we had to take into account diagrams
with internal vertices from operators P̂ 2

l on lattice sites l 6= i, j; see reference [151] on spin-wave
excitations where, unlike here, such diagrams need to be evaluated.

For the t-J model, the local Gutzwiller correlation operator is given as

P̂ = λ∅m̂∅ +
∑

s

λsm̂s (5.123)

since there are no doubly-occupied sites (λd = 0). The constraints (5.53) then yield

λ2
∅ =

1 − 2n

(1 − n)2
, (5.124a)

λ2
s =

1

1 − n
, (5.124b)



60 CHAPTER 5. LIMIT OF INFINITE SPATIAL DIMENSIONS

and the expectation value (5.121) reads

∑

i,j

Ji,j〈n̂i,sn̂j,s〉ΨG
= gJ

∑

i,j

Ji,j〈n̂i,sn̂j,s〉Ψ0 . (5.125)

Here, we introduced the renormalisation factor

gJ = λ4
s =

1

(1 − n)2
. (5.126)

All other terms in the expectation value of ĤJ lead to the same renormalisation factor gJ .
Therefore, one finds

∑

i,j

Ji,j〈ŜiŜj〉ΨG
= gJ

∑

i,j

Ji,j〈ŜiŜj〉Ψ0 (5.127)

for the expectation value of ĤJ in the Gutzwiller theory. This result is in agreement with the
one derived within the Gutzwiller approximation, see section (6.1.3).

Starting from the expectation value (5.127) one finds ground-state wave functions |Ψ0〉
with finite superconducting order parameters

∆0
i,j = 〈ĉ†i,↑ĉ

†
i,↑〉Ψ0 6= 0 . (5.128)

Therefore, the Gutzwiller theory for a two-dimensional t-J model was put forward in references
[27, 136, 148–150] as a reasonable approach to describe high superconductivity in cuprates.

The main deficiency of the Gutzwiller wave function is the missing of non-local terms in the
correlation operator. In particular, for the treatment of non-local interactions, a generalisation
of the variational wave function is certainly desirable. There have been various attempts for
such a generalisation in the past, e.g., the ‘Baeriswyl-Gutzwiller wave function’ [152] or the
local Ansatz [153]. However, an exact evaluation of such wave functions in a well-defined limit,
such as infinite D, did not succeed, so far.



Chapter 6

Alternative Evaluation Techniques

In this chapter, we consider the evaluation schemes that lead to the same energy functionals
as the exact evaluation in the limit of infinite dimensions: the Gutzwiller approximation and
the slave-boson mean-field theory.

6.1 Combinatorial Counting: Gutzwiller Approximation

The approximation was originally introduced by Gutzwiller [96–98]. It was formulated in a
more physical way in references [104, 105]. The derivation in those works, however, did not
provide a clear recipe how to generalise the approximation for more complicated systems, e.g,
for the multi-band Hubbard models (2.15).

It is an ongoing debate how the Gutzwiller approximation can be further generalised; in
recent references [136, 148–150, 154–156], e.g., the proper treatment of non-local interaction
terms has been addressed. Those works indicate that it is possible to derive different results de-
pending on how non-local terms are treated in a generalised Gutzwiller approximation scheme.
These contradictory results, therefore, just show that the Gutzwiller approximation itself is
rather uncontrolled and only a comparison to an exact evaluation, for example, in infinite di-
mensions may justify it a posteriori. One may rightly argue that the Gutzwiller approximation
is redundant. However, as it is still very often used in the literature, it is certainly appropriate
to present a derivation in this review as well.

In this section, we give a mathematical formulation of the Gutzwiller approximation for
the one-band model that can be applied to multi-band Hubbard models with a local Coulomb
interaction of the form

ĤI =
∑

σ,σ′

Uσ,σ′ n̂σn̂σ′ . (6.1)

We start with a formulation of the Gutzwiller approximation for the single-band Hubbard
model in section 6.1.1. In section 6.1.2, the approach is generalised to multi-band models with
a local Hamiltonian of the form (6.1). The treatment of non-local terms in the Hamiltonian is
discussed in section 6.1.3.

6.1.1 Gutzwiller Approximation for the One-Band Hubbard Model

We study the single-band Hubbard model

Ĥ1B =
∑

i,j

2∑

σ=1

ti,j ĉ
†
i,σ ĉj,σ + UM̂12 = Ĥ0 + ĤI , (6.2a)
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as derived in section 2.3.1. Here, the operator

M̂12 =
∑

i

m̂i;12 (6.2b)

with m̂i;12 = n̂i,↑n̂i,↓ counts the total number of doubly-occupied lattice sites. Note that, for
our later treatment of the multi-band model, we have replaced the spin index s ∈ ↑, ↓ with the
general index σ ∈ ↑, ↓ following the notations introduced in section 4.1.

Within the Gutzwiller approximation scheme, it is most convenient to work with Gutz-
willer’s original form

|ΨG〉 = gM̂12 |Ψ0〉 (6.3)

for his variational wave function, see equation (4.15). Our aim is to calculate the expectation
value

〈Ĥ1B〉ΨG
=

〈ΨG|Ĥ1B|ΨG〉
〈ΨG|ΨG〉

=
∑

i,j

2∑

σ=1

ti,j〈ĉ†i,σ ĉj,σ〉ΨG
+ U

∑

i

〈m̂i;12〉ΨG
(6.4)

for the wave function (6.3).
To formulate a well-defined mathematical description of the Gutzwiller approximation, we

introduce a local basis for our many-particle Hilbert space,

|ΦN1,N2〉 ≡
∏

i1∈N1

∏

i2∈N2

ĉ†i1,1ĉ
†
i2,2 |0〉 . (6.5)

Here, N1 and N2 are sets of lattice sites with Ni = |N1| elements. Since the basis (6.5) is
complete, we can expand the one particle wave function in the form

|Ψ0〉 =
∑

N1,N2

A(N1,N2) |ΦN1,N2〉 , (6.6)

with expansion coefficients A(N1,N2). The sum over Nσ in (6.6) includes all subsets of the
whole set of lattice sites L (|L| = L) with Nσ elements. In this way, we fix the numbers
Nσ of particles in |Ψ0〉, which is reasonable since the Hamiltonian (6.2a) commutes with the
corresponding operators N̂σ =

∑

i n̂i,σ.
Using the expansion (6.6) we can write the Gutzwiller wave function (6.3) as

|ΨG〉 =
∑

N1,N2

gM12(N1,N2)A(N1,N2) |ΦN1,N2〉 , (6.7)

where the function M12(N1,N2) counts the number of doubly-occupied sites when the up
(down) electrons are placed at the sites belonging to N1(N2). We use the fact that the
states (6.5) are orthogonal and normalised in order to write the expectation values and the
norm in (6.4) as

〈ΨG|ΨG〉 =
∑

N1,N2

g2M12(N1,N2) |A(N1,N2)|2 , (6.8a)

〈ΨG|ĉ†i,σ ĉj,σ|ΨG〉 =
∑

N ′
1,N2

gM12(N ′
1∪i,N2)gM12(N ′

1∪j,N2)A∗(N ′
1 ∪ i,N2)A(N ′

1 ∪ j,N2), (6.8b)

〈ΨG|m̂i;12|ΨG〉 =
∑

N ′
1,N ′

2

g2M12(N ′
1∪i,N ′

2∪i)
∣
∣A(N ′

1 ∪ i,N ′
2 ∪ i)

∣
∣2 . (6.8c)

Here, we have
i, j /∈ N ′

1 and |N ′
1| = N1 − 1 (6.9a)



6.1. COMBINATORIAL COUNTING: GUTZWILLER APPROXIMATION 63

in (6.8b) and
i /∈ N ′

σ and |N ′
σ| = Nσ − 1 (6.9b)

in (6.8c). To make further progress, we need expressions for the two types of products between
coefficients A in (6.8). They can be obtained from the corresponding expectation values in the
uncorrelated wave function |Ψ0〉. First, we address the norm

〈Ψ0|Ψ0〉 =
∑

N1,N2

|A(N1,N2)|2 = 1 . (6.10)

The Gutzwiller approximation is defined by the assumption that each term in (6.10) is inde-
pendent of the particular sets N1,N2. This means that all local distributions of electrons have
the same probability in the uncorrelated state |Ψ0〉. As a result, equation (6.10) yields

|A(N1,N2)|2 =

(
L

N1

)(
L

N2

)

≡ P (L,N1)P (L,N2) . (6.11)

As a second step, we make a similar assumption for the terms in the expectation value

〈Ψ0|ĉ†i,σ ĉj,σ|Ψ0〉 ≡ 〈ĉ†i,σ ĉj,σ〉Ψ0 =
∑

N ′
1,N2

A∗(N ′
1 ∪ i,N2)A(N ′

1 ∪ j,N2) , (6.12)

for a hopping operator. Again, we assume that the terms in (6.12) do not depend on the sets
N ′

1,N2. This leads to the equation

A∗(N ′
1 ∪ i,N2)A(N ′

1 ∪ j,N2) = P (L,N1 − 1)P (L,N2)〈ĉ†i,σ ĉj,σ〉Ψ0 (6.13)

for the product of coefficients in (6.8b). Equations (6.11) and (6.13) constitute the Gutzwiller
approximation for the single-band Hubbard model.

Now we are in the position to evaluate equations (6.8). First, the norm of the Gutzwiller
wave function becomes

〈ΨG|ΨG〉 = P (L,N1)P (L,N2)
∑

N1,N2

g2M12(N1,N2) . (6.14)

The sum over the sets Nσ can be replaced by a sum over the number of doubly-occupied sites
M12 if we introduce the combinatorial factor

CM12(L,N1, N2) =
L!

M12!(N1 −M12)!(N2 −M12)!(L−N1 −N2 +M12)!
(6.15a)

=
L!

M12!M1!M2!M∅!
(6.15b)

This factor counts the number of possibilities to distribute N1 (N2) electrons with spin up
(down) on the lattice such that M12 sites are doubly occupied. It allows us to write (6.14) as

〈ΨG|ΨG〉 = P (L,N1)P (L,N2)
∑

M12

g2M12CM12(L,N1, N2) . (6.16)

For the expectation value (6.8c) of a double-occupancy operator, equation (6.11) yields

〈ΨG|m̂i;12|ΨG〉 = P (L,N1)P (L,N2)
∑

N ′
1,N ′

2

g2M12(N ′
1∪i,N ′

2∪i) (6.17a)

= P (L,N1)P (L,N2)
∑

M12

g2M12+2CM12(L− 1, N1 − 1, N2 − 1) .(6.17b)
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To relate this expression to (6.16), we recast (6.17b) into the form

〈ΨG|m̂i;12|ΨG〉 = P (L,N1)P (L,N2)
∑

M12

g2M12CM12(L,N1, N2)fc(M12) , (6.18a)

with

fc(M12) ≡ g2 (N1 −M12)(N2 −M12)

L(L−N1 −N2 +M12)
. (6.18b)

Here, we used the fact that, in the thermodynamic limit, we can set

L−N1 −N2 +M12 + 1 ≈ L−N1 −N2 +M12 , (6.19a)

Nσ −M12 − 1 ≈ Nσ −M12 (6.19b)

in equation (6.18b). Note that the factors P (L,Nσ)−1 and CM12(L,N1, N2) are ‘macroscopic’
quantities, i.e., they are of order O(exp (L)). This will be used to replace the sum in (6.16)
and (6.18a) by its maximum term, see below.

A similar form as equation (6.18a) can be derived for the expectation value of a hopping
term. Using equation (6.13), we find

〈ΨG|ĉ†i,1ĉj,1|ΨG〉 = 〈ĉ†i,1ĉj,1〉Ψ0P (L− 2, N1 − 1)P (L,N2)
∑

N ′
1,N2

gM12(N ′
1∪i,N2)gM12(N ′

1∪j,N2) .

(6.20)
Again, the sum over the sets N ′

1,N2 can be replaced by a sum over M12. To this end, we have
to distinguish four different cases in (6.20) because the sites i and j can either be occupied
with the opposite spin (σ = 2) or empty when the hopping process takes place. Hence, we
have to address the cases (i) i, j /∈ N2; (ii) i ∈ N2, j /∈ N2; (iii) j ∈ N2, i /∈ N2; (iv) i, j ∈ N2.
Altogether, (6.20) can be written as

〈ΨG|ĉ†i,1ĉj,1|ΨG〉 = 〈ĉ†i,1ĉj,1〉Ψ0P (L− 2, N1 − 1)P (L,N2) (6.21)

×
∑

M12

g2M12 [CM12(L− 2, N1 − 1, N2) + 2gCM12(L− 2, N1 − 1, N2 − 1)

+g2CM12(L− 2, N1 − 1, N2 − 2)
]
| .

We extract the factors equivalent to the norm (6.16) and arrive at

〈ΨG|ĉ†i,1ĉj,1|ΨG〉 = 〈ĉ†i,1ĉj,1〉Ψ0P (L,N1)P (L,N2)
L2

N1(L−N1)
(6.22a)

×
∑

M12

g2M12CM12(L,N1, N2)fh(M12) ,

with

fh(M12) ≡ (N1 −M12)(L−N1 −N2 +M12)

L2
+ 2g

(N1 −M12)(N2 −M12)

L2
(6.22b)

+g2 (N1 −M12)(N2 −M12)
2

L2(L−N1 −N2 +M12)
.

Again, we neglected terms of order unity in (6.22b).
Now we are in the position to exploit the simplifications in the thermodynamic limit when

we divide (6.18a) and (6.22b) by the norm. The sum in equation (6.16) has a macroscopic
maximum for a certain value M̄12 (and resulting values M̄1, M̄1, M̄∅). The same holds for the
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expectation values (6.18a) and (6.22b) because the functions fh(M12) and fc(M12), which are
of order unity do not affect the macroscopic peak position. Hence, we can replace the sum
by its maximum term in all three cases. After the application of Stirling’s formula X! ≈ XX

[157], we find that the maximum term problem has the general form

∂

∂x

(

px
∏

i

ri(x)
αiri(x)

)

= 0 , (6.23a)

where the linear functions ri(x) obey the additional condition

∑

i

αi
∂

∂x
ri(x) = 0 . (6.23b)

For example, for the norm we obtain from (6.15a) and (6.16) that r1(x) = m12 = x, r2(x) =
n1−x, r3(x) = n2−x, r4(x) = 1−n1−n2 +x, and p = g2 where mI = MI/L and nσ = Nσ/L.
By means of elementary calculus, equation (6.23a) yields the condition

p
∏

i

ri(x)
αiri(x) = 1 . (6.23c)

In the case of the norm, this leads to the maximum-term condition

g2 =
m12m∅
m1m2

, (6.24)

which allows the original variational parameter g to be replaced by the new parameter m12.

We replace the sums in the expectation value (6.18a) by its maximum term, divide it by
the norm, and find

〈m̂i;12〉ΨG
= g2m1m2

m∅
= m12 (6.25)

for the mean number of double occupancies. In the same way, we derive from (6.22),

〈ĉ†i,σ ĉj,σ〉ΨG
= q2σ〈ĉ†i,σ ĉj,σ〉Ψ0 (6.26)

with the Gutzwiller loss factors

q21 =
1

n1(1 − n1)

(

m1m∅ + 2gm1m2 + g2m1m
2
2

m∅

)

(6.27a)

=
1

n1(1 − n1)

(√
m1m∅ +

√
m2m12

)
, (6.27b)

q22 =
1

n2(1 − n2)

(√
m2m∅ +

√
m1m12

)
. (6.27c)

Thus, we finally obtain the same result as in the limit of infinite dimensions,

〈Ĥ1B〉ΨG
=
∑

i( 6=)j

ti,j

2∑

σ=1

q2σ〈ĉ†i,σ ĉj,σ〉Ψ0 + Lε
2∑

σ=1

nσ + LUm12 (6.28)

for the variational ground-state energy within the Gutzwiller approximation. Here, we sepa-
rated the site-independent on-site energies ε = ti,i.
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6.1.2 Gutzwiller Approximation for Multi-Band Hubbard Models

For a multi-band model with the Coulomb interaction (6.1), the atomic eigenstates |Γ〉 are
configurations |I〉, as defined in (4.4). Then, if we work with diagonal and site-independent
variational parameters λI ≡ λi;I,I , the Gutzwiller wave function (4.25a) has the form

|ΨG〉 =
∏

I

λM̂I

I |Ψ0〉 , (6.29)

where M̂I =
∑

i m̂i,I . For the derivation of the multi-band Gutzwiller approximation, it is
convenient to write the wave function (6.29) as

|ΨG〉 = η∅
∏

σ

ηN̂σ
σ

∏

I(|I|≥2)

gM̂I

I |Ψ0〉 , (6.30a)

where

η∅ = λL
∅ , (6.30b)

ησ = λσ/λ∅ , (6.30c)

gI = λI/λ∅
∏

σ∈I

(λ∅/λσ) , (6.30d)

and N̂σ ≡∑i n̂i,σ. Here, we used the operator identities

M̂σ = N̂σ −
∑

I(|I|≥2,σ∈I)

M̂I , (6.31a)

M̂∅ = L−
∑

σ

N̂σ +
∑

I(|I|≥2)

(|I| − 1)M̂I . (6.31b)

As in the one-band case, we introduce a local basis,
∣
∣ΦÑ

〉
≡
∏

σ

∏

i∈Nσ

ĉ†i,σ |0〉 , (6.32)

in order to expand the one-particle wave function

|Ψ0〉 =
∑

Ñ
A(Ñ )

∣
∣ΦÑ

〉
. (6.33)

Here, and in the following, we use the abbreviations

Ñ ≡ {N1, . . . ,N2N} , (6.34a)

Ñ ≡ {N1, . . . , N2N} , (6.34b)

for all subsets Nσ of lattice sites with the orbital σ occupied, and, the corresponding set
of numbers Nσ = |Nσ|. Hybridisation terms ∼ ĉ†i,σ ĉi,σ′ in the kinetic energy part of the
Hamiltonian (2.15) lead to a major difference between equations (6.6) and (6.33). In (6.33)
the sum over N1, . . . ,N2N includes all possible number distributions N1, . . . , N2N of electrons
on the lattice, since, in general, the operators N̂σ do not commute with the Hamiltonian.

In close analogy to the one-band case, we need to derive expressions for certain products
of the coefficients A in (6.33). Again, we consider the one-particle state |Ψ0〉 to set up the
Gutzwiller approximation. First, the norm becomes

〈Ψ0|Ψ0〉 =
∑

Ñ

∣
∣
∣A(Ñ )

∣
∣
∣

2
=
∑

Ñ

Ω(Ñ) , (6.35)
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where

Ω(Ñ) ≡
∑

Ñ

∣
∣
∣A(Ñ )

∣
∣
∣

2∏

σ

δ|Ñσ |,Ñσ
(6.36)

is the probability to find exactly N1, . . . , N2N electrons in the orbitals σ = 1, . . . , 2N . The
Gutzwiller approximation is defined by

∣
∣
∣A(Ñ )

∣
∣
∣

2
= Ω(Ñ)

∏

σ

P (L,Nσ) ; (6.37)

compare equation (6.11) for the one-band case.

In general, there are certain constraints on the occupation densities Nσ in the wave func-
tions |ΨG〉 and |Ψ0〉. For example, the total number of spin-up and spin-down electrons is
usually conserved for systems without spin-orbit coupling. In this case, the number distri-
bution Ω(Ñ) is non-zero only in a d-dimensional subspace (d < 2N) of the total space of
occupancies {N1, . . . , N2N} where 2N − d is the number of constraints.

While one can implement the constraints exactly, i.e., in a ‘micro-canonical’ way, here we
use a more concise derivation, which corresponds to a ‘grand-canonical’ ensemble in statistical
physics. We allow the wave functions |ΨG〉 and |Ψ0〉 to include components with any numbers
of occupancies {N1, . . . , N2N}. In this way, even the total number of electrons

∑

σ Nσ is not
a good quantum number for these wave functions. In the thermodynamic limit, however,
only expectation values matter and, therefore, the micro-canonical and the grand-canonical
derivation are equivalent.

In our grand-canonical description, we consider the number distribution Ω(Ñ) as a continu-
ous function in the entire 2N -dimensional space {N1, . . . , N2N}. As a macroscopic probability
distribution, Ω(Ñ) has a sharp maximum around the expectation values

N̄0
σ = 〈N̂σ〉Ψ0 . (6.38)

For these occupancies ˜̄N0 ≡ {N̄0
1 , . . . , N̄

0
2N}, we have

∂

∂Nσ
Ω(Ñ)

∣
∣
∣
∣
Ñ= ˜̄N0

= 0 . (6.39a)

Moreover,
Ω(N̄1 + ∆N1, . . . , N̄2N + ∆N2N )

Ω( ˜̄N0)
= 1 + O

(
1

L

)

(6.39b)

is fulfilled in the thermodynamic limit if the numbers ∆N1, . . . ,∆N2N are of order unity. For
the following derivation, we need not determine the explicit form of the function Ω(Ñ) but
only the two equations (6.39).

Apart from equation (6.37) we need expressions for products of the coefficients in (6.33) that
result from the evaluation of hopping terms. Again, we consider the respective uncorrelated
expectation values

〈Ψ0|ĉ†i,σ ĉj,σ′ |Ψ0〉 =
∑

Ñ ′

A∗(Ñ ′
i,σ)A(Ñ ′

j,σ′) =
∑

Ñ

Ωσ,σ′

i,j (Ñ) , (6.40a)

where we introduced the probability distribution

Ωσ,σ′

i,j (Ñ) =
∑

Ñ ′

A∗(Ñ ′
i,σ)A(Ñ ′

j,σ′)
∏

σ′′

δ|N ′
σ′′ |,Nσ′′ , (6.40b)
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with i /∈ Ñ ′
i,σ, j /∈ Ñ ′

j,σ′ , and the notation

Ñi(j),σ(σ′) ≡ {N ′
1 . . . ,N ′

σ(σ′) ∪ i(j), . . .N ′
2N} . (6.40c)

We can write the distribution (6.40b) as

Ωσ,σ′

i,j (Ñ) = ωσ,σ′

i,j (Ñ)Ω(Ñ) , (6.41)

where the function ωσ,σ′

i,j is of order unity and gives the conditional probability for the hopping
transfer of an electron from orbital σ′ on site j into an orbital σ on site i if the number
distribution of the remaining electrons is given by Ñ = {N1, . . . , N2N}. For the expectation

values ˜̄N0, one finds, in particular,

ωσ,σ′

i,j ( ˜̄N0) = 〈Ψ0|ĉ†i,σ ĉj,σ′ |Ψ0〉 . (6.42)

Since the probability factors in (6.40a) have the same form

P (L− 1, Nσ)P (L− 1, Nσ′) =
L2

(L−Nσ)(L−Nσ′)
P (L,Nσ)P (L,Nσ′) , (6.43a)

P (L− 2, Nσ) =
L2

(L−Nσ)2
P (L,Nσ) , (6.43b)

for both cases σ 6= σ′ and σ = σ′, the Gutzwiller approximation can be written in the compact
form

A∗(Ñ ′
i,σ)A(Ñ ′

j,σ′) = Ωσ,σ′

i,j (Ñ)
L2

(L−Nσ)(L−Nσ′)

∏

σ′′

P (L,Nσ′′) . (6.44)

Equations (6.37) and (6.44) define the Gutzwiller approximation for multi-band system. The
remaining steps of the derivation are exact as in the one-band case.

First, equation (6.37) allows us to write the norm as

〈ΨG|ΨG〉 =
∑

Ñ

∣
∣
∣A(Ñ )

∣
∣
∣

2∏

σ

η2Nσ
σ

∏

I(|I|≥2)

g
2ZL

I (Ñ )
I (6.45a)

=
∑

Ñ

Ω(Ñ)
∏

σ

P (L,Nσ)η2Nσ
σ

∑

Ñ (|Nσ |=Nσ)

∏

I(|I|≥2)

g
2ZL

I (Ñ )
I , (6.45b)

where ZX
I (Ñ ) is the number of sites (included in X ) with a multiple occupancy I provided

that the distribution of all electrons is given by Ñ . In equation (6.45b), we have X = L, the
set of all lattice sites.

The sum over Ñ in (6.45b) can be replaced by sums over all possible multiple occupancies
M̃ ≡ {M12, . . . ,M1...2N},

〈ΨG|ΨG〉 =
∑

Ñ

Ω(Ñ)
∏

σ

P (L,Nσ)η2Nσ
σ

∑

M̃

CM̃ (L, Ñ)
∏

I(|I|≥2)

g2MI

I , (6.46a)

where we introduced the combinatorial factor

CM̃ (L, Ñ) ≡ L!

[
∏

I

MI !

]−1

. (6.46b)
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It counts the number of possibilities to put N1, . . . , N2N electrons onto the lattice for a given
number MI of sites with multiple occupancies I ∈ {(12), . . . , (1 . . . 2N)}. Here, the numbers
of empty and singly-occupied sites are determined by the completeness relations

M∅ = L−
∑

σ

Nσ +
∑

I(|I|≥2)

(|I| − 1)MI , (6.47a)

Mσ = Nσ −
∑

I(|I|≥2,σ∈I)

MI , (6.47b)

which follow from (6.31).
As in the one-band case, all relevant expectation values have the same form as the norm,

apart from factors of order unity in the respective sums, see below. Again, we will be able
to replace all these sums by their maximum terms. From equation (6.46a), we see that one
has to find the maximum term with respect to M̃ and Ñ . We first consider the sum over M̃
in (6.46a). The maximum term condition for each of these multiple occupancies has the form
of equation (6.23a) if we use Stirling’s formula and equations (6.47). This leads directly to

g2
I = mIm

|I|−1
∅

∏

σ∈I

m−1
σ , (6.48)

where the values M̄I = LmI are the numbers for which the sum in (6.46a) takes its maximum.
The evaluation of the sum with respect to the ‘gross’ occupancies Ñ in (6.46a) is, in

general, quite complicated because it requires an explicit evaluation of the distribution Ω(Ñ).
The evaluation becomes much easier if we choose the parameters ησ such that the sum (6.46a)

takes its maximum at values ˜̄N = ˜̄N0. In this way, we ensure that the orbital densities in the
Gutzwiller wave function |ΨG〉 and the corresponding one particle wave function |Ψ0〉 are the
same. Then, the maximum term condition for the sum in (6.46a) with respect to Ñ reads

0 =
∂

∂Nσ

(

Ω(Ñ)η2Nσ
σ

P (L,Nσ)

Mσ!M∅!

)∣
∣
∣
∣ ˜̄N= ˜̄N0

(6.49a)

=
∂

∂Nσ

(

η2Nσ
σ

(L−Nσ)L−NσNNσ
σ

MMσ
σ M

M∅

∅

)∣
∣
∣
∣
∣

˜̄N= ˜̄N0

, (6.49b)

where we used Stirling’s formula and equation (6.39a). To evaluate (6.49b), we use again
equations (6.23) and find

η2
σ =

1 − nσ

nσ

mσ

m∅
. (6.50)

We skip the straightforward proof here that the numbers N̄σ and M̄I that maximise the
sum in (6.46a) are, in fact, the expectation values of the corresponding operators, i.e.,

M̄I = LmI =
〈ΨG|M̂I |ΨG〉
〈ΨG|ΨG〉

, (6.51a)

N̄σ = Lnσ =
〈ΨG|N̂σ|ΨG〉
〈ΨG|ΨG〉

. (6.51b)

The results derived so far, agree with those that we found in the exact evaluation of the
Gutzwiller wave functions in infinite dimensions. Equations (6.30c), (6.30d), (6.48), and (6.50)
lead to

λ2
I =

mI

m0
I

λ2
∅
m0

∅
m∅

, (6.52)
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which is equivalent to (5.67d) if we choose λ2
∅ = m∅/m0

∅. This is possible since λ∅ just leads
to a different norm of |ΨG〉 and does not affect expectation values.

Finally, we have to evaluate the expectation value for an electronic hopping operator. With
the help of equation (6.44), we find

〈ΨG|ĉ†i,σ ĉj,σ′ |ΨG〉 =
∑

Ñ

Hσ,σ′

i,j (Ñ)Ωσ,σ′

i,j (Ñ)ησησ′

(L−Nσ)(L−Nσ′)

∏

σ′′

P (L,Nσ′′)L2η
2Nσ′′

σ′′ , (6.53a)

where

Hσ,σ′

i,j (Ñ) ≡
∑

Ñ ′(|Nσ=Nσ |)

∏

I(|I|≥2)

g

h

2Z
L\{i,j}
I

(Ñ ′)+Z
{i,j}
I

(Ñ ′
i,σ)+Z

{i,j}
I

(Ñ ′
j,σ)

i

I . (6.53b)

Again, the sum over Ñ ′ in (6.53b) can be replaced by a sum over the multiple occupancies M̃ .
As in the one-band case, we have to distinguish the different occupancies of the sites i and
j. Depending on these occupancies different arguments occur in the respective combinatorial
factors (6.46b). We set gI ≡ 1 for |I| ≤ 1 and use the abbreviation δI

σ ≡ |σ ∩ I|. Then,
equation (6.53b) can be written as

Hσ,σ′

i,j (Ñ) =
∑

M̃

(
∏

I

g2MI

I

)
∑

Ii(σ/∈Ii)

∑

Ij(σ′ /∈Ij)

gIi∪σgIi
gIj∪σ′gIj

(6.54)

×CM̃

(

L− 2, {N1 − δIi

1 − δ
Ij

1 , . . . , Nσ − δ
Ij
σ , . . . , Nσ′ − δIi

σ′ , . . . , N2N − δIi

2N − δ
Ij

2N}
)

.

In the case that σ = σ′, the terms δ
Ij
σ and δIi

σ′ obey δ
Ij
σ = δIi

σ′ = 0 because of the summation
restriction in (6.54). In the thermodynamic limit, it follows that

CM̃

(

L− 2, {N1 − δIi

1 − δ
Ij

1 , . . . , Nσ − δ
Ij
σ , . . . , Nσ′ − δIi

σ′ , . . . , N2N − δIi

2N − δ
Ij

2N}
)

(6.55)

= CM̃ (L, Ñ)

(
Mσ

M∅

)δ
Ij
σ
(
Mσ′

M∅

)δ
Ii
σ′ M2

∅
L2

∏

σ′′( 6=σ,σ′)

(
Mσ′′

M∅

)δ
Ii
σ′′+δ

Ij

σ′′

.

Hence, equation (6.53a) becomes

〈ΨG|ĉ†i,σ ĉj,σ′ |ΨG〉 =
∑

Ñ

Ω(Ñ)
∏

σ′′

P (L,Nσ′′)η
2Nσ′′

σ′′ (6.56a)

×
∑

M̃

∏

I

g2MI

I CM̃ (L, Ñ)hσ,σ′

i,j (Ñ , M̃)

with

hσ,σ′

i,j (Ñ , M̃) ≡
ωσ,σ′

i,j (Ñ)L2ησησ′

(L−Nσ)(L−Nσ′)

∑

Ii(σ/∈Ii)

∑

Ij(σ′ /∈Ij)

gIi∪σgIi
gIj∪σ′gIj

(6.56b)

×
(
Mσ

M∅

)δ
Ij
σ
(
Mσ′

M∅

)δ
Ii
σ′ M2

∅
L2

∏

σ′′( 6=σ,σ′)

(
Mσ′′

M∅

)δ
Ii
σ′′+δ

Ij

σ′′

.

Apart from the factor (6.56b), which is of order unity, equation (6.56a) is identical to the
norm (6.46a). Thus, in the thermodynamic limit we can replace the whole sum by its maximum
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term, which has the same position as the norm with respect to Ñ and M̃ . When we use
equation (6.50) for the factors ησ and the relation

gIi∪σgIi
gIj∪σ′gIj

=

(
M∅
Mσ

)δ
Ij
σ
(
M∅
Mσ′

)δ
Ii
σ′ ∏

σ′′( 6=σ,σ′)

(
M∅
Mσ′′

)δ
Ii
σ′′+δ

Ij

σ′′

×
√

MIi∪σMIi

M∅Mσ

√

MIj∪σ′MIj

M∅Mσ′
, (6.57)

the expectation value for a hopping term finally becomes

〈ΨG|ĉ†i,σ ĉj,σ′ |ΨG〉
〈ΨG|ΨG〉

= qσqσ′〈Ψ0|ĉ†i,σ ĉj,σ′ |Ψ0〉 . (6.58)

Here, the renormalisation factors,

q2σ =
1

nσ(1 − nσ)




∑

I(σ/∈I)

√
mI∪σmI





2

, (6.59a)

are the same as in equation (5.83) if we work with |Γ〉 = |I〉 and

λI,I′ = δI,I′λI = δI,I′

√
mI

m0
I

. (6.60)

This completes the proof that the Gutzwiller approximation leads to the same results for the
energy functionals as obtained in the limit of infinite dimensions.

6.1.3 Non-Local Terms in the Hamiltonian

The Gutzwiller approximation scheme, as introduced in sections 6.1.1 and 6.1.2, can also be
used to calculate the expectation values of non-local operators. As an example, we consider
the expectation value of the single-band operator

Ĵ+−
i,j = ĉ†i,↑ĉi,↓ĉ

†
j,↓ĉj,↑ = ĉ†i,1ĉi,2ĉ

†
j,2ĉj,1 (6.61)

as it appears, e.g., in the t-J model, equation (2.40a).
Following the arguments in section 6.1.1, we first consider the uncorrelated expectation

value
〈Ψ0|Ĵ+−

i,j |Ψ0〉 =
∑

N ′
1,N ′

2

A∗(N ′
1 ∪ i,N ′

2 ∪ j)A(N ′
1 ∪ j,N ′

2 ∪ i) , (6.62)

where the sets N ′
1 and N ′

2 do not contain the lattice sites i and j. We apply the usual Gutzwiller
approximation assumption that the sum in (6.62) does not depend on N ′

1 and N ′
2. This leads

to

A∗(N ′
1 ∪ i,N ′

2 ∪ j)A(N ′
1 ∪ j,N ′

2 ∪ i) (6.63)

= P (L− 2, N1 − 1)P (L− 2, N2 − 1)〈Ψ0|Ĵ+−
i,j |Ψ0〉 .

The expectation value of (6.61) with respect to the Gutzwiller wave function(6.3) is then given
by

〈ΨG|Ĵ+−
i,j |ΨG〉 = 〈Ψ0|Ĵ+−

i,j |Ψ0〉P (L− 2, N1 − 2)P (L− 2, N2) (6.64)

×
∑

M12

g2M12CM12(L− 2, N1 − 1, N2 − 1) .
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If we replace the sum by its maximum term and divide it by the norm, we end up with

〈ΨG|Ĵ+−
i,j |ΨG〉

〈ΨG|ΨG〉
=

m1m2

n1(1 − n2)n2(1 − n2)
〈Ψ0|Ĵ+−

i,j |Ψ0〉 . (6.65)

The factor

gJ =
m1m2

n1(1 − n2)n2(1 − n2)
= λ2

1λ
2
2 (6.66)

in (6.65) is the same as the one derived in the limit of infinite dimensions, see equation (5.126).

Other non-local terms can be evaluated within the Gutzwiller approximation along the
same lines as the expectation value (6.64). The results, however, do not necessarily agree with
those in the limit of infinite dimensions. For example, in the Gutzwiller approximation, the
expectation value of the correlated hopping operator

T̂ c
i,j ≡ n̂i,2ĉ

†
i,1n̂j,2ĉj,1 , (6.67)

is given by

〈T̂ c
i,j〉ΨG

= λ2
dλ

2
2〈n̂i,2ĉ

†
i,1n̂j,2ĉj,1〉Ψ0 . (6.68)

In contrast, the corresponding evaluation in infinite dimensions leads to

〈T̂ c
i,j〉ΨG

= λ2
dλ

2
2〈ĉ†i,1ĉj,1〉Ψ0 . (6.69)

Equations (6.68) and (6.69) only agree if the diagrammatic rules in infinite dimensions are
taken into account when the uncorrelated expectation value in (6.68) is evaluated by means
of Wick’s theorem. This means that the second term in

〈n̂i,2ĉ
†
i,1n̂j,2ĉj,1〉Ψ0 = 〈n̂i,2〉Ψ0〈n̂i,2〉Ψ0〈ĉ†i,1ĉj,1〉Ψ0 (6.70)

−〈ĉ†i,2ĉj,2〉Ψ0〈ĉ†j,2ĉi,2〉Ψ0〈ĉ†i,1ĉj,1〉Ψ0

has to be dropped. Note that without adding such ‘infinite-dimension-rules’ to the combina-
torial Gutzwiller approximation one can easily derive contradictory results. For example, the
hopping operator can be written in the form

ĉ†i,1ĉi,1 = n̂i,2ĉ
†
i,1ĉi,1n̂j,2 + (1 − n̂i,2)ĉ

†
i,1ĉi,1n̂j,2 (6.71)

+n̂i,2ĉ
†
i,1ĉi,1(1 − n̂j,2) + (1 − n̂i,2)ĉ

†
i,1ĉi,1(1 − n̂j,2) .

If we evaluate each of the four terms on the r.h.s. of equation (6.71) by means of the Gutzwiller
approximation we find

〈ĉ†i,1ĉi,1〉ΨG
= q21〈ĉ†i,1ĉi,1〉Ψ0 (6.72)

−
(
λ2

dλ
2
2 − 2λdλ2λ1λ∅ + λ2

1λ
2
∅
)
〈ĉ†i,2ĉj,2〉Ψ0〈ĉ†j,2ĉi,2〉Ψ0〈ĉ†i,1ĉj,1〉Ψ0

with q1 as introduced in (6.27). The additional terms, in comparison to equation (6.26),
i.e., the second line of (6.72), only vanish in the uncorrelated limit (λI = 1) or if we apply
the diagrammatic rules in infinite dimensions. The combinatorial Gutzwiller approximation
itself is not able to resolve the contradiction between the two expressions, equations (6.26)
and (6.72).
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6.2 Slave-boson Mean-Field Theories

The main problem in the investigation of many-particle systems arises from two-particle terms
in the Hamiltonian, e.g., the operator ĤI in (2.14). As we will show in this section, it is possible
to get rid of such two-particle terms by introducing certain auxiliary (bosonic or fermionic)
degrees of freedom, which are coupled to the physical particles. In this way, the quantum
mechanical problem usually does not become simpler because a model of coupled fermions
and bosons is just as difficult to tackle as the original physical system. Such a reformulation
of the problem, however, may open ways to tackle it by means of approximate solutions that
cannot be formulated for the original system.

For the derivation of theories with auxiliary particles, one may either use functional integral
techniques or rewrite the Hamiltonian directly in terms of physical and auxiliary operators.
We briefly summarise the ideas behind the functional integral method in section 6.2.1. In
section 6.2.2, we introduce the Kotliar-Ruckenstein (KR) theory [125] for the single-band
Hubbard model, which is based on a reformulation of the fermionic operators and most clearly
related to the Gutzwiller variational approach. Note that Barnes and Coleman introduced an
alternative slave-boson scheme for impurity systems, which will not be addressed in this work;
we refer the interested reader to references [158–167].

A generalisation of the Kotliar-Ruckenstein method for multi-band Hubbard models is
straightforward for systems with density-density type interaction, as we will show in sec-
tion 6.2.3. In a more recent work [168], the approach has also been generalised for the investi-
gation of multi-band models with general on-site interactions. We will discuss the main ideas
behind this approach in section 6.2.4. Unfortunately, the derivation in [168] is mathemati-
cally not well-defined. Therefore, we propose an alternative slave-boson scheme for general
multi-band models in section 6.2.4, which quite naturally reproduces the Gutzwiller energy
functional, derived in chapter 5.

6.2.1 Slave Bosons and Functional Integrals

Quantum mechanical problems can be formulated quite elegantly by means of functional inte-
grals. For an introduction into this field see, e.g., reference [3]. Here, we consider the single-
band Hubbard model in order to illustrate the basic concepts behind the use of auxiliary fields
in the context of functional-integral representations.

As shown, e.g., in reference [3], the partition function for the Hubbard model can be written
as the functional integral

Z =

∫

D(Φ∗
i,σΦi,σ) exp[−S0 − SI] , (6.73a)

with

S0 =

∫ β

0
dτ
∑

i,j,s

Φ∗
i,σ(τ)

(

δi,j
∂

∂τ
− ti,j

)

Φj,σ(τ) , (6.73b)

and

SI = U

∫ β

0
dτ
∑

i

Φ∗
i,↑(τ)Φ

∗
i,↓(τ)Φi,↓(τ)Φi,↑(τ) . (6.73c)

Here, β = 1/(kBT ) is the inverse temperature and Φ∗
i,σ(τ) and Φi,σ(τ) are Graßmann variables,

which represent the fermionic operators ĉ†i,σ and ĉi,σ, respectively. In order to get rid of the
two-particle term in (6.73c), we write it as

Φ∗
i,↑(τ)Φ

∗
i,↓(τ)Φi,↓(τ)Φi,↑(τ) =

1

4
(Ac

i (τ)
2 +As

i(τ)
2) (6.74a)
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with

Ac
i (τ) ≡ Φ∗

i,↑(τ)Φi,↑(τ) + Φ∗
i,↓(τ)Φi,↓(τ) , (6.74b)

As
i(τ) ≡ i(Φ∗

i,↑(τ)Φi,↑(τ) − Φ∗
i,↓(τ)Φi,↓(τ)) . (6.74c)

Note that Ac
i (τ) and As

i(τ) describe the charge and the spin density on site i. At each imaginary
time step in the integral (6.73c) we may replace the two quadratic terms in (6.74a) by means
of a ‘Hubbard-Stratonovich transformation’ [169, 170]

exp

[

(A
c/s
i (τ))2

2

]

=
√

2π

∫ ∞

−∞
d[x

c/s
i (τ)] exp

[

−(x
c/s
i (τ))2

2
− (x

c/s
i (τ))A

c/s
i (τ)

]

. (6.75)

If we consider xc
i (τ) and xs

i(τ) as the real and the imaginary part of a complex field x̃i(τ) we
can write the partition function (6.73a) as

Z =

∫

D(x̃∗i x̃i)

∫

D(Φ∗
i,σΦj,σ) exp

[
− Seff

]
(6.76)

with

Seff = S0 +
∑

i

∫ β

0
dτ

[
1

2
x̃∗i (τ)x̃i(τ) +

U√
2

(
x̃∗i (τ)Φ

∗
i,↑(τ)Φi,↑(τ) + x̃i(τ)Φ

∗
i,↓(τ)Φi,↓(τ)

)
]

.

(6.77)

The effective action Seff belongs to a system of free (i.e., uncorrelated) fermions, which, at
each lattice site i, are coupled to bosonic degrees of freedom described by the field x̃i(τ). Note
that there is a large amount of arbitrariness in the choice of both the rearrangement (6.74a)
and the type of Hubbard-Stratonovich transformation that is used. For example, instead of
the integral in (6.75), one can also work with a discrete sum over Ising variables s = ±1
[171]. All these functional-integral techniques are of great importance for quantum Monte-
Carlo calculations [171–173] and field-theoretical approaches to the Hubbard model, see, for
example, reference [174].

For a physical system of fermions and bosons, which are locally coupled, the action would
contain a term

Sx
0 =

∫ ∞

0
dτ
∑

i

x̃∗i
∂

∂τ
x̃i . (6.78)

Such a term is missing in the effective action (6.77) and, therefore, it does not correspond
to a quantum mechanical system with a well-defined Hamiltonian for physical fermions and
bosons. In the following section, we introduce an auxiliary-particle method that avoids the
functional integral technique and addresses directly the physical Hamiltonian.

6.2.2 Kotliar-Ruckenstein Theory for the One-Band Hubbard Model

In this section, we introduce the auxiliary particle method, which was proposed by Kotliar and
Ruckenstein in order to investigate the single-band Hubbard model. We shall show that the
ground-state energy functional in this approach agrees with the Gutzwiller variational energy.

We start from the single-band Hubbard model (6.2a) with its four-dimensional local Hilbert
space Hi for each lattice site i represented by the four states |I〉 = |∅〉 , |σ〉 , |12〉 (with σ = 1, 2
for the two spin directions). The Hilbert space of the whole lattice system is given as the
tensor product

H ≡ ⊗
i
Hi . (6.79)
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Kotliar and Ruckenstein introduced auxiliary bosonic operators φ̂†i;I , φ̂i;I , which led to an

enlarged local Hilbert space HFB
i defined by the basis states

∣
∣I, I ′

〉

i;FB
≡ |I〉i ⊗

∣
∣I ′
〉

i;B
. (6.80a)

Here, |I〉i is the fermionic configuration state, defined in equation (4.4), and |I〉i;B is the
bosonic state

|I〉i;B ≡ φ̂†i;I |0〉i;B . (6.80b)

with the bosonic vacuum state |0〉i;B. The original quantum mechanical problem can be
recovered in the following way:

i) One has to find a subspace Hi of HFB
i that is isomorphic to the physical Hilbert space Hi

for each lattice site i. Kotliar and Ruckensstein defined this subspace by means of the
constraints

F̂i,0 ≡ 1 −
∑

I

n̂B
i;I = 0 , (6.81a)

F̂i,σ ≡ ĉ†i,sĉi,s − n̂B
i;12 + n̂B

i;σ = 0 , (6.81b)

where we introduced the bosonic occupation operators

n̂B
i;I ≡ φ̂†i;I φ̂i;I . (6.82)

The constraints (6.81) define the subspace Hi by the condition

F̂i,σ̃ |Ψ〉 = 0 (6.83)

for each |Ψ〉 ∈ Hi and σ̃ ∈ (0, 1, 2). Alternatively, we can define Hi directly by specifying
its basis

|I〉i ≡ |I, I〉i;FB = |I〉i ⊗ |I〉i;B . (6.84)

The corresponding Hilbert space for the lattice system is given by

H ≡ ⊗
i
Hi . (6.85)

Note that, by this construction, we now have a one-to-one correspondence of all physical
states |Ψ〉 ∈ H and their counterparts |Ψ〉 ∈ H.

ii) With the auxilliary Hilbert spaces Hi and H properly defined, one can find operators Ôi

in Hi that are similar to the physical operators Ôi in Hi. Here, ‘similarity’ means that

i〈 I|Ôi|I ′〉i = i〈I|Ôi|I ′〉i (6.86)

for all configurations |I〉, |I ′〉. With similar local operators Ôi, we can set up an ‘effective’
Hamiltonian Ĥ1B that is similar to the physical Hamiltonian Ĥ1B, i.e., it obeys

〈Ψ|Ĥ1B|Ψ′〉 = 〈Ψ|Ĥ1B|Ψ′〉 (6.87)

for all physical states |Ψ〉 , |Ψ′〉 ∈ H and their counterparts |Ψ〉 , |Ψ′〉 ∈ H. In this way,
we have introduced an exact mapping of the original physical problem, described by the
Hamiltonian Ĥ1B in its Hilbert space H and the effective Hamiltonian Ĥ1B in H .
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To set up Ĥ1B, we start with an identification of operators that are similar to the fermionic

operators ĉ
(†)
i,σ in Hi. Their counterparts ĉ

(†)
i,σ in Hi can be chosen as

ĉ†i,σ = r̂i,σ ĉ
†
i,σ , ĉi,σ = r̂†i,σ ĉi,σ , (6.88a)

where we introduced the bosonic operators

r̂i,σ ≡ φ̂†i;12φ̂i;σ̄ + φ̂†i;σφ̂i;∅ , (6.88b)

r̂†i,σ = φ̂†i;σ̄φ̂i;12 + φ̂†i;∅φ̂i;σ . (6.88c)

As required, the operators ĉ
(†)
i,σ obey equation (6.86). To set up the Hamiltonian Ĥ1B in Hi,

we need to further find an operator m̂i;12 that is similar to m̂i;12 = n̂i,1n̂i,2. The most obvious
choice is

m̂i;12 = n̂B
i;12 . (6.89)

Note, however, that there is a large amount of arbitrariness. For example, the operators

m̂i;12 = n̂B
i;Im̂i;12 or m̂i;12 = m̂i;12 (6.90)

are also similar to m̂i;12 since both obey equation (6.86). The same ambiguity arises for the
operators (6.88a). For example, they may equally well be chosen as

ĉ†i,σ = q̂i,σ ĉ
†
i,σ , ĉi,σ = q̂†i,σ ĉi,σ (6.91a)

with

q̂i,σ ≡ (∆̂i,σ)−1/2r̂i,σ(1 − ∆̂i,σ)−1/2 , (6.91b)

q̂†i,σ = (1 − ∆̂i,σ)−1/2r̂†i,σ(∆̂i,σ)−1/2 , (6.91c)

and
∆̂i,σ ≡ n̂B

i;12 + n̂B
i;σ . (6.91d)

In fact, this is a better choice than (6.88a) since it yields the correct ground-state energy in
the uncorrelated limit U = 0 if the resulting effective Hamiltonian

Ĥ1B =
∑

i,j,σ

ti,j q̂i,σ ĉ
†
i,σ q̂

†
j,σ ĉj,σ + U

∑

i

n̂B
i;12 (6.92)

is investigated on a mean-field level, see below.
Kotliar and Ruckenstein [125] used a functional integral approach to calculate the free

energy of the Hamiltonian (6.92). For ground-state properties, i.e., at zero temperature, their
saddle-point approach is equivalent to an evaluation of the Hamiltonian (6.92) by means of
the variational wave function

∣
∣ΨFB

0

〉
≡
∣
∣ΨB

0

〉
⊗ |Ψ0〉 . (6.93a)

Here, we introduced a fermionic single-particle product state |Ψ0〉 and a coherent bosonic state

∣
∣ΨB

0

〉
≡
∏

i

D̂i |0〉 (6.93b)

with
D̂i ≡

∏

I

exp
(

ϕi;I φ̂
†
i;I

)

. (6.93c)
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Note that, by construction, (6.93b) is an eigenstate of φ̂i;I with eigenvalues ϕi;I ; see, e.g.,
reference [3]. Therefore, the coefficients ϕi;I give the bosonic occupation

|ϕi;I |2 = 〈n̂B
i;I〉ΨB

0
= nB

i;I , (6.94)

which is determined by a minimisation of the ground-state energy functional

〈Ĥ1B〉ΨFB
0

=
∑

i,j,s

ti,jq
∗
i,σqj,s〈ĉ†i,σ ĉj,s〉Ψ0 + U

∑

i

nB
i;12 . (6.95)

Here, the factors q∗i,σ and qi,σ are given in (6.91) with the operators φ̂
(†)
i;I replaced by their

expectation values ϕ
(∗)
i;I . Note that all quantities in this section are real and the asterisks,

for example in equation (6.95), are only used for an easy comparison with the corresponding
multi-band results in section 6.2.4.

In general, the wave function (6.93a) is not entirely in the physical Hilbert space H and,
hence, it violates the constraints (6.81). Therefore, instead of dealing with the exact con-
straints (6.81), we only satisfy them for their expectation values

1 =
∑

I

nB
i;I , (6.96a)

n0
i,σ = nB

i;12 + nB
i;σ , (6.96b)

with respect to
∣
∣ΨFB

0

〉
in the ‘slave-boson mean-field theory’ by Kotliar and Ruckenstein.

The constraints (6.96) and the energy functional (6.95) are the same as those derived for
the Gutzwiller wave function in the limit of infinite spatial dimensions or evaluated by means
of the Gutzwiller approximation in sections 5.2 and 6.1.1.

6.2.3 Hubbard Models with a Density-Density Interaction

A generalisation of the slave-boson theory is straightforward [175, 176] for multi-band Hubbard
models with a local Coulomb interaction of the form

ĤI =
∑

σ,σ′

Uσ,σ′ n̂σn̂σ′ =
∑

I

UIm̂I , (6.97)

where

UI =
∑

σ,σ′∈I

Uσ,σ′ . (6.98)

For each atomic configuration |I〉i, we introduce bosonic operators φ
(†)
i;I , which define an en-

larged local Hilbert space HFB
i in the same way as in equations (6.80). A subspace Hi of

HFB
i that is isomorphic to the physical Hilbert space Hi is then given by the basis states |I〉i,

defined in equation (6.84). For the mean-field treatment, one needs to define Hi also by a set
of constraints, which, as a generalisation of equations (6.81), are given as

F̂i,0 ≡ 1 −
∑

I

n̂B
i;I = 0 , (6.99a)

F̂i,σ ≡ ĉ†i,σ ĉi,σ −
∑

I(σ∈I)

n̂B
i;I = 0 . (6.99b)
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The proper operators ĉ†i,σ in Hi that are similar to ĉ†i,σ and, eventually, lead to the correct
mean-field results, have the form of equations (6.91) with

r̂i,σ ≡
∑

I(σ/∈I)

φ̂†i;I∪σφ̂i;I =
∑

I,I′
i〈I|ĉ

†
i,σ|I ′〉i φ̂

†
i;I φ̂i;I′ , (6.100a)

∆̂i,σ ≡
∑

I(σ∈I)

φ̂†i;I φ̂i;I . (6.100b)

Altogether, we find the effective Hamiltonian

ĤH =
∑

i,j

∑

σ,σ′

tσ,σ′

i,j q†i,σqj,σ′ ĉ
†
i,σ ĉj,σ +

∑

i

∑

I

UI n̂
B
i;I (6.101)

with n̂B
i;I as defined in (6.82). A variational wave function of the form (6.93) yields the same

energy functional as derived within the Gutzwiller theory.

6.2.4 General Multi-Band Hubbard Models

A generalisation of the slave-boson mean-field theory for the treatment of general multi-band
Hubbard models has been derived by Dai et al. [177] and, more successfully, by Lechermann
et al. [168]. As demonstrated in the previous sections, the slave-boson approach contains a
number of adjustable objects. These rather flexible elements of the theory are the definition
of the extended Hilbert space Hi, the definition of its physical subspace Hi, the form of the
constraint equations F̂i,σ = 0 and, finally, the particular definition of similar operators Ôi.
Despite this huge flexibility, in both works the authors fail to derive an exact mapping of
Hilbert spaces and Hamiltonians that, on a mean-field level, leads to satisfactory results.

Dai et al. use constraint equations that do not define the correct physical Hilbert space.
This problem has been pointed out and solved by Lechermann et al. In their work, however,

they fail to derive proper fermionic operators ĉ
(†)
i . Instead, certain symmetry arguments are

employed to guess the form of certain operators ĉ
(†)
i , which yield a reasonable energy functional

on mean-field level. These operators, however, are not similar to the physical operators ĉ
(†)
i

and the whole derivation appears to be even less controlled than for the models discussed in
the previous sections. Here, we summarise the main ideas of the slave-boson mean-field theory
introduced by Lechermann et al. and show that their energy functional at zero temperature
agrees with the results of the Gutzwiller theory; see also reference [178].

As in case of the Hubbard models discussed in the previous sections, one has to set up
a local Hamiltonian Hi that is isomorphic to the physical fermionic Hamiltonian Hi with its
basis |Γ〉i. Lechermann et al. discuss various possibilities to define such local Hilbert spaces
consisting of bosons and fermions. At first sight, it seems that Hi is most naturally defined as
a generalisation of (6.84) through a basis

|Γ〉i ≡ |Γ〉i ⊗ |Γ〉i;B (6.102)

with bosonic operators φ̂
(†)
i;Γ and the corresponding states |Γ〉i;B ≡ φ̂†i;Γ |0〉i;B. However, the

Hilbert-space Hi defined by this basis is discarded by Lechermann et al. on the grounds that
there is no way to find a reasonable set of constraint equations as an alternative definition
of Hi. In section 6.2.5, we show that the basis (6.102) can, in fact, be used for a slave-boson
theory, which, however, deviates significantly from the original scheme introduced by Kotliar
and Ruckenstein.
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Instead of (6.102), Lechermann et al. introduced the basis

|Γ〉i ≡
1

√

|Γ|
∑

I(|I|=|Γ|)
φ̂†i;Γ,I |0〉i;B ⊗ |I〉i (6.103)

as a definition of their Hilbert space Hi. Note that in their derivation they draw a dis-

tinction between physical particles and quasi-particles, described by operators d̂
(†)
i,σ and f̂

(†)
i,σ ,

respectively. Our derivation in this section indicates that this distinction is unnecessary and
confusing.

The Ansatz (6.103) employs bosonic operators φ̂i;Γ,I for each pair of multiplet states |Γ〉
and configurations states |I〉 with the same particle number |Γ| = |I|. The number of these
operators is much larger than the dimension of the local Hilbert space, which is obviously
different from the scheme introduced by Kotliar and Ruckenstein. Despite this large number
of operators, the space Hi is isomorphic to the physical Hilbert space Hi with its basis |Γ〉i.
Therefore, it is possible to find operators Ôi in Hi that are similar to the physical operators
Ôi in Hi, see below.

For the mean-field treatment, one has to find constraints that define the Hilbert space Hi

in a unique way. As shown in [168], this is achieved by means of the operator identities

F̂i,0 = 1 −
∑

Γ,I

φ̂†i;Γ,I φ̂i;Γ,I = 0 , (6.104a)

F̂i;σ,σ′ = ĉ†i,σ ĉi,σ′ −
∑

Γ,I,I′

φ̂†i;Γ,I′ φ̂i;Γ,I i〈I|ĉ
†
i,σ ĉi,σ′ |I ′〉i = 0 . (6.104b)

The representation m̂i;Γ,Γ′ of local operators m̂i;Γ,Γ′ = |Γ〉i i〈Γ| in Hi is readily given by

m̂i;Γ,Γ′ =
∑

I

φ̂†i;Γ,I φ̂i;Γ′,I . (6.105)

This result leads to
Ĥi;loc =

∑

Γ,Γ′

Eloc
i;Γ,Γ′

∑

I

φ̂†i;Γ,I φ̂i;Γ′,I (6.106)

for the representation of the local Hamiltonian (5.62).

In order to set up the effective Hamiltonian ĤH, one needs representations ĉ†i,σ of fermionic

creation operators. As proven in [168], a conceivable choice for ĉ†i,σ is

ĉ†i,σ =
∑

σ′

r̂σ′

i,σ ĉ
†
i,σ′ , (6.107a)

where

r̂σ′

i,σ =
∑

Γ,Γ′

∑

I,I′

i〈Γ|ĉ
†
i,σ|Γ′〉i i〈I|ĉ

†
i,σ|I ′〉i

√

|Γ|(N − |Γ′|)
φ̂†i;Γ,I φ̂i;Γ′,I′ (6.107b)

is a bosonic operator and N is the number of spin-orbital states |σ〉 per site. Evaluated on
mean-field level, the expression (6.107) does not lead to a reasonable energy functional; it
does not provide the correct results in the uncorrelated limit. The situation here, however,
is different from the models discussed in the previous sections. There, it was possible to find
improved expressions for the operator ĉ†i,σ, which were still similar to the physical operators

ĉ†i,σ, but lead to a satisfactory energy functional. In case of the operators (6.107), it seems
impossible to improve them accordingly. Instead, Lechermann et al. introduce an ‘improved’
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expression for (6.107), which, though leading to reasonable results on the mean-field level, is

mathematically not similar to ĉ†i,σ. To work with such an improper operator, brings an element
of arbitrariness into the whole slave-boson derivation, which is certainly unsatisfactory. We
refer the reader to the work of Lechermann et al. where the ‘improved’ expression of ĉ†i,σ is
motivated in detail and just introduce their final result in our considerations here. Instead of
r̂σ′

i,σ in (6.107b) it is suggested in [168] to work with

q̂σ′

i,σ =
∑

Γ,Γ′

∑

I,I′

∑

γ
i〈Γ|ĉ

†
i,σ|Γ′〉i i〈I|ĉ

†
i,γ |I ′〉i φ̂

†
i;Γ,I φ̂i;Γ′,I′M̂i;γ,σ′ , (6.108)

where

M̂i;σ,σ′ ≡
(

1

2
[∆̂

(p)
i ∆̂

(h)
i +

ˆ
∆

(h)
i

ˆ
∆

(p)
i ]−1/2

)

σ,σ′

, (6.109)

and

∆̂
(p)
i;σ,σ′ =

∑

Γ,I,I′

φ̂†i;Γ,I φ̂i;Γ,I′ i〈I ′|ĉ
†
i,σ ĉi,σ′ |I〉i , (6.110a)

∆̂
(h)
i;σ,σ′ =

∑

Γ,I,I′

φ̂†i;Γ,I φ̂i;Γ,I′ i〈I ′|ĉi,σ′ ĉ
†
i,σ|I〉i . (6.110b)

Note that ∆̂
(h/p)
i;σ,σ′ and M̂i;σ,σ′ are considered as matrices with respect to the indices σ, σ′ whose

elements are bosonic operators. The square root and the inversion [. . .]−1/2 in (6.109) are
defined with respect to this matrix structure.

The operators (6.106) and (6.108) define an effective Hamiltonian

ĤH =
∑

i,j

tσ,σ′

i,j

∑

σ,σ′

∑

γ,γ′

q̂γ
i,σ

(

q̂γ′

j,σ′

)†
ĉ†i,γ ĉj,γ′ +

∑

i

Ĥi;loc (6.111)

that can now be evaluated on mean-field level, i.e., by means of a wave function as defined in
equation (6.93a) with the bosonic operator

D̂i ≡
∏

Γ,I

exp
(

ϕi;Γ,I φ̂
†
i;Γ,I

)

. (6.112)

Like for the single-band model, the constraints (6.104) and the Hamiltonian (6.111) are readily

evaluated with respect to the bosonic wave function by a replacement of the operators φ̂
(†)
i;Γ,I by

their corresponding amplitudes ϕ
(∗)
i;Γ,I . These amplitudes then serve as variational parameters.

We close this section with a proof that the energy functional that results from the mean-
field treatment of the constraints (6.104) and of the Hamiltonian (6.111) agrees with our
Gutzwiller variational results derived in section 5.2. For the rest of this section, we drop all
lattice site indices since we are only dealing with local quantities.

As discussed before, the uncorrelated local density matrix C0
σ,σ′ , equation (5.35), is not di-

agonal, in general. It is therefore often useful to introduce a second orbital basis, defined by the

operators ĥ
(†)
γ that, by construction, have a diagonal local density matrix, see equations (5.35)-

(5.37). In order to show the equivalence of the Gutzwiller theory with the slave-boson results

of this section, we have to work with both representations simultaneously. The operators ĥ†γ
define Fock states |H〉, which can be used to write the multiplet states (4.26) as

|Γ〉 =
∑

H

TH,Γ|H〉 , (6.113)
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where the coefficients TH,Γ and TI,Γ are related through

TH,Γ =
∑

I

ΩH,ITI,Γ , ΩH,I ≡ 〈H|I〉 . (6.114)

We start our comparison with the functional for the local energy, which has been derived
in equation (5.65). The expectation value m0

Γ1,Γ4
in that equation can be written as

m0
Γ1,Γ4

=
∑

H1,H4

TH1,Γ1
T ∗

H4,Γ4
m0

H1,H4
.

=
∑

H

TH,Γ1
T ∗

H,Γ4
m0

H (6.115)

because, for a diagonal local density matrix in the h-representation, one finds

m0
H,H′ = δH,H′m0

H , (6.116a)

m0
H ≡

∏

γ(occ.)

n0
γ

∏

γ′(unocc.)

(1 − n0
γ′) . (6.116b)

In order to make contact with the slave-boson results, we need to bring (6.115) in the seemingly
more complicated form

m0
Γ1,Γ4

=
∑

H,H′,I

TH,Γ1
Ω∗

H,I

√

m0
HT

∗
H′,Γ4

ΩH′,I

√

m0
H′ , (6.117)

which is equivalent to (6.115) because of the completeness relation

∑

I

ΩH′,IΩ
∗
H,I = δH,H′ . (6.118)

We now introduce the new variational parameters

ϕΓ,I ≡
∑

Γ′,H

λΓ,Γ′T ∗
H,Γ′ΩH,I

√

m0
H , (6.119)

which allow us to write the expectation value (5.65) as

〈Ĥloc,i〉ΨG
=
∑

Γ,Γ′

∑

I

ϕ∗
Γ,IϕΓ′,IE

loc
Γ,Γ′ . (6.120)

This equation has the same form as equation (6.106) after the bosonic operators φ̂
(†)
Γ,I have

been replaced by their mean-field expectation values ϕ
(∗)
Γ,I .

We now address the constraints (5.47). The first constraint (5.47a) can be written as

∑

Γ,Γ1,Γ2

λ∗Γ,Γ1
λΓ,Γ2

m0
Γ1,Γ2

= 1 , (6.121)

which, by use of equations (6.117) and (6.119), is found to be equivalent to

∑

Γ,I

ϕ∗
Γ,IϕΓ,I = 1 . (6.122)

This is the equation (6.104a) at mean-field level.
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A set of constraints equivalent to (5.47a) is obtained when we use the operators ĥ
(†)
γ ,

〈ĥ†γ ĥγ′P̂ †P̂ 〉Ψ0 = 〈ĥ†γ ĥγ′〉Ψ0 . (6.123)

As shown in section 5.2.1, this equation leads to

∑

Γ,Γ1,Γ2

∑

H1,H2

λ∗Γ,Γ1
λΓ,Γ2

TH1,Γ1
T ∗

H2,Γ2
〈H2|ĥ†γ ĥγ′ |H1〉

√

m0
H1
m0

H2
= 〈ĥ†γ ĥγ′〉Ψ0 . (6.124)

Then, the identity

〈H2|ĥ†γ ĥγ′ |H1〉 =
∑

I1,I2

ΩH2,I2〈I2|ĥ†γ ĥγ′ |I1〉Ω∗
H1,I1 (6.125)

transforms equation (6.124) into the form

∑

Γ

∑

I,I′

ϕ∗
Γ,IϕΓ,I′〈I ′|ĥ†γ ĥγ′ |I〉 = 〈ĥ†γ ĥγ′〉Ψ0 . (6.126)

These equations can be transformed to the c-representation, which leads to

∑

Γ

∑

I,I′

ϕ∗
Γ,I′ϕΓ,I〈I|ĉ†σ ĉσ′ |I ′〉 = 〈ĉ†σ ĉσ′〉Ψ0 , (6.127)

and is equivalent to equation (6.104b) at mean-field level.

Finally, we consider the renormalisation matrix qσ′

σ in the c-representation, see equa-

tion (5.80a), which is related to the corresponding matrix q̃γ′

γ in the h-representation, see
in equation (5.83), via

qσ′

σ =
∑

γ,γ′

q̃γ′

γ u
∗
γ,σuγ′,σ′ . (6.128)

We write the expectation value in (5.83) as

〈(

|Γ1〉〈Γ4|ĥγ′

)〉

Ψ0

=
∑

H1,H4

TH1,Γ1
T ∗

H4,Γ4
〈H4|ĥγ′ |H1〉

√

m0
H1
m0

H4

√
√
√
√

n0
γ′

1 − n0
γ′

. (6.129)

Together with equations (6.118) and (6.119) this leads to

q̃γ′

γ =

√

1

n0
γ′(1 − n0

γ′)

∑

Γ,Γ′

∑

I,I′

ϕ∗
Γ,IϕΓ′,I′〈Γ|ĥ†γ |Γ′〉〈I ′|ĥγ′ |I〉 . (6.130)

The transformation (6.128) from the h-representation back to the c-representation is not as
straightforward as the corresponding transformation from equation (6.126) to equation (6.127),
whereas the transformation with respect to the lower index γ is still simple,

〈Γ|ĉ†σ|Γ′〉 =
∑

γ

〈Γ|ĥ†γ |Γ′〉u∗γ,σ . (6.131)

For the upper index γ′, we need to take into account the factor
√

1/(n0
γ′(1 − n0

γ′)) in (6.130),

which also depends on γ′. For this purpose, we introduce the hole density matrix D̃0 with the
elements

D0
σ,σ′ ≡ 〈ĉσ′ ĉ†σ〉Ψ0 , (6.132)
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in addition to the density matrix C̃0 already defined in (5.35). Then, the transformation (6.128)
for the upper index γ′ can be carried out along the lines

∑

γ′

uγ′,σ′

ĥγ′

√

n0
γ′(1 − n0

γ′)
=

∑

γ′,σ̃

uγ′,σ′u∗γ′,σ̃
√

n0
γ′(1 − n0

γ′)
ĉσ̃ (6.133)

≡
∑

σ̃

(

(C̃0D̃0)−
1
2

)

σ̃,σ′
ĉσ̃ .

Here, we used the notation

∑

γ′

uγ′,σ′u∗γ′,σ̃
√

n0
γ′(1 − n0

γ′)
=
(

(C̃0D̃0)−
1
2

)

σ̃,σ′
. (6.134)

With equation (6.134) and 〈I ′|ĉσ̃|I〉 = 〈I|ĉ†σ̃|I ′〉, we can finally write the renormalisation-matrix
in the c-representation as

qσ′

σ =
∑

Γ,Γ′

∑

I,I′

ϕ∗
Γ,IϕΓ′,I′〈Γ|ĉ†σ|Γ′〉

∑

σ̃

(

(C̃0D̃0)−
1
2

)

σ̃,σ′
〈I|ĉ†σ̃|I ′〉 . (6.135)

This expression matches equation (6.108) at mean-field level, apart from the fact that the
constraints have been used to write the matrices ∆(p)(=̂ C̃0) and ∆(h)(=̂ D̃0) as a function of
the fields ϕΓ,I ; see equations (6.110). However, as long as the constraints are fulfilled, this
makes no difference because it does not change the variational energy functional.

6.2.5 Alternative Slave-Boson Scheme for Multi-Band Hubbard Models

As discussed in the previous section, a generalisation of the Kotliar-Ruckenstein scheme for
the investigation of multi-band models faces significant problems that, up to now, have not
been resolved satisfactorily. In this section, we show that, due to the enormous flexibility
of the slave-boson approach, it is, in fact, relatively easy to reproduce the Gutzwiller energy
functional for multi-band Hubbard models. To this end, however, one has to approach the
problem in a different way from Kotliar and Ruckenstein. We start with a reconsideration of
the slave-boson theory for the one-band model as discussed in section 6.2.2

As pointed out before, there is a large amount of arbitrariness in the choice, e.g., of the
constraints (6.81). Instead of those equations, we can also work with

F̂i,0 ≡ 1 −
∑

I

m̂i;I n̂
B
i;I , (6.136a)

F̂i,σ ≡ n̂i,σ − n̂i,σ

∑

I

m̂i;I n̂
B
i;I , (6.136b)

where m̂i;I and n̂B
i;I are defined in equations (4.9) and (6.82) respectively. Note that the

Hilbert space Ĥi given by the basis (6.84), is already uniquely defined by the first constraint,
equation (6.136a). In Ĥi, however, the second equation is equally valid, i.e., it is F̂i,σ |I〉i = 0
for all states (6.84).

In the Kotliar-Ruckenstein scheme, the operators m̂i;I are chosen as nB
i;I . In our approach,

we work with
m̂i;I ≡ m̂i;I n̂

B
i;I . (6.137)

Evaluated on mean-field level, i.e., with the wave function (6.93a), one finds

〈m̂i;I〉ΨFB
0

= 〈m̂i;I〉Ψ0n
B
i;I , (6.138)
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where nB
i;I = |ϕi;I |2. A comparison with the corresponding results in the Gutzwiller theory,

equations (5.68), shows that the bosonic amplitudes in our alternative slave-boson scheme
correspond to the Gutzwiller variational parameters λI ,

λi;I=̂ϕi;I . (6.139)

This equivalence leads to the constraints (6.136),

1 =
∑

I

|ϕi;I |2〈m̂i;I〉Ψ0 , (6.140a)

n̂0
i,σ = |ϕi;σ|2〈m̂i;σ〉Ψ0 + |ϕi;12|2〈m̂i;12〉Ψ0 (6.140b)

on mean-field level, which agree with those in the Gutzwiller theory, see equations (5.53).

We choose the operators ĉ†i;σ in Ĥi as

ĉ†i,σ = q̂i,σ ĉ
†
i,σ , ĉi,σ = r̂†i,σ ĉi,σ; (6.141a)

where
q̂i,σ ≡ φ̂†i;12φ̂i;σ̄n̂i,σ̄ + φ̂†i;σφ̂i;∅(1 − n̂i,σ̄) . (6.141b)

Note that here, unlike in the Kotliar-Ruckenstein scheme, the operators q̂
(†)
i,σ contain both

fermionic and bosonic degrees of freedom. Evaluated with the wave function (6.93a), one finds

q̂i,σ = 〈q̂i,σ〉ΨFB
0

= ϕ∗
i;12ϕi;σ̄n

0
i,σ̄ + ϕ∗

i;σϕi;∅(1 − n0
i,σ̄) , (6.142)

which agrees with equation (5.85a). However, the expectation value of a hopping operator is
the same as in the Gutzwiller theory,

〈 ĉ†i,σ ĉj,σ′〉ΨFB
0

= q̂i,σ q̂
∗
j,σ〈ĉ†i,σ ĉj,σ〉Ψ0 , (6.143)

only if we neglect the ‘three-line’ contributions

(ϕ∗
i;12ϕi;σ̄ − ϕ∗

i;σϕi;∅)
2|〈ĉ†i,σ̄ ĉj,σ̄〉Ψ0 |2〈ĉ†i,σ ĉj,σ〉Ψ0 ≈ 0 . (6.144)

These terms emerge when the expectation value 〈n̂i,σ̄ ĉ
†
i,σ ĉj,σn̂j,σ̄〉Ψ0 is evaluated by means of

Wick’s theorem,

〈n̂i,σ̄ ĉ
†
i,σ ĉj,σn̂j,σ̄〉Ψ0 = n0

i,σ̄n
0
j,σ̄〈ĉ†i,σ ĉj,σ〉Ψ0 + |〈ĉ†i,σ̄ ĉj,σ̄〉Ψ0 |2〈ĉ†i,σ ĉj,σ〉Ψ0 . (6.145)

Since the three-line terms vanish in the limit of infinite spatial dimensions, our slave-boson
approach and the Gutzwiller theory yield the same variational ground-state energy.

A generalisation of our new slave-boson scheme for multi-band models is straightforward.
We work with an arbitrary set of local multiplet states |Γ〉i, which define the basis (6.102) of
a Hilbert space Hi. As a generalisation of (6.136), we introduce the constraints

F̂i,0 ≡ 1 −
∑

Γ

m̂i;Γn̂
B
i;Γ , (6.146a)

F̂i;σ,σ′ ≡ ĉ†i,σ ĉi,σ′ − ĉ†i,σ ĉi,σ′

∑

Γ

m̂i;Γn̂
B
i;Γ , (6.146b)

which yield an alternative way to define the Hilbert space Hi.
The operators m̂i;Γ,Γ′ are properly represented in Hi by

m̂i;Γ,Γ′ ≡ m̂i;Γ,Γ′ φ̂†i;Γφ̂i;Γ′ . (6.147)



6.2. SLAVE-BOSON MEAN-FIELD THEORIES 85

An evaluation of these operators on mean-field level, i.e, by means of a wave function (6.93),
with

D̂i ≡
∏

Γ

exp (ϕi;Γφ̂
†
i;Γ) , (6.148)

leads to

mi;Γ,Γ′ = 〈m̂i;Γ,Γ′〉ΨFB
0

= 〈m̂i;Γ,Γ′〉Ψ0ϕ
∗
i;Γϕi;Γ′ . (6.149)

Through a comparison with the corresponding Gutzwiller result,

mi;Γ,Γ′ = 〈m̂i;Γ,Γ′〉Ψ0λ
∗
i;Γλi;Γ′ , (6.150)

for a diagonal variational-parameter matrix λi;Γ,Γ′ ≡ δΓ,Γ′λi;Γ, we find the correspondence

λi;Γ=̂ϕi;Γ (6.151)

of the variational parameters λi;Γ,Γ′ in the Gutzwiller theory and the amplitudes ϕi;Γ in our
slave-boson mean-field theory. An evaluation of the constraints (6.146) on mean-field level
leads to

1 =
∑

Γ

ϕ∗
i;Γϕi;Γ〈m̂i;Γ,Γ′〉Ψ0 , (6.152a)

〈ĉ†i,σ ĉi,σ′〉Ψ0 =
∑

Γ

ϕ∗
i;Γϕi;Γ〈ĉ†i,σ ĉi,σ′m̂i;Γ,Γ′〉Ψ0 , (6.152b)

which matches the Gutzwiller constraints, see equations (5.48), for a diagonal variational-
parameter matrix.

Finally, we define the operator

ĉ†i,σ ≡
∑

σ′

q̂σ′

i,σ ĉ
†
i,σ (6.153a)

with

q̂σ′

σ =
∑

Γ,Γ′

φ̂†Γφ̂Γ′〈Γ|ĉ†σ|Γ′〉
∑

I,I′

TI,ΓT
∗
I′,Γ′Ĥσ′

I,I′ . (6.153b)

Here, we dropped the site index i and introduced the operator

Ĥσ′

I,I′ ≡ (1 − fσ′,I)〈I ′|ĉσ′ |I ′ ∪ σ′〉m̂I,I′∪σ′ (6.154)

+〈I\σ′|ĉσ′ |I〉
(

fσ′,I′m̂I\σ′,I′ + (1 − fσ′,I′)m̂
σ′

I\σ′,I′

)

.

Note that the expectation value of Ĥσ′

I,I′ has already been introduced in equation (5.81),

section 5.2.5. There, we also used the abbreviation fσ,I = 〈I|ĉ†σ ĉσ|I〉 and the expectation value
of the operator

m̂σ
I,I′ ≡ Ĉ†

I ĈI′
∏

σ′∈J\σ
(1 − n̂σ′) , (6.155)

which is defined for σ ∈ J ≡ I ∪ I ′. The operator ĉ†i,σ in Hi is similar to the physical creation

operator ĉ†i,σ. This follows from the fact that the sums over σ′ and I, I ′ in equations (6.153)
are just a complicated expression for

|Γ〉
〈
Γ′∣∣ =

∑

σ′

∑

I,I′

TI,ΓT
∗
I′,Γ′Ĥσ′

I,I′ ĉ
†
σ′ . (6.156)
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A mean-field evaluation of (6.153b) leads to the renormalisation matrix

qσ′

σ =
∑

Γ,Γ′

ϕ∗
i;Γϕi;Γ′〈Γ|ĉ†i,σ|Γ′〉

∑

I,I′

TI,ΓT
∗
I′,Γ′H

0;σ′

I,I′ , (6.157)

which matches equation (5.81) in the Gutzwiller theory. As in the single-band model, the
expectation values of hopping operators agree with those in the Gutzwiller theory

〈 ĉ†i,σ1
ĉi,σ2〉ΨFB

0
=
∑

σ′
1,σ′

2

q
σ′
1

i,σ1

(

q
σ′
2

j,σ2

)∗ 〈
ĉ†
i,σ′

1
ĉ
j,σ′

2

〉

Ψ0
, (6.158)

only if we neglect the contributions with more than one line connecting the sites i and j. This
is ensured in the limit of infinite spatial dimensions, where both approaches then yield the
same ground-state energy functional.

6.2.6 Merits and Shortcomings of Slave-Boson Theories

As we have shown in the previous sections, the slave-boson mean-field theory provides an alter-
native way to determine the Gutzwiller ground-state energy functional for multi-band Hubbard
models. We believe, however, that there are good reasons to prefer the derivation based on
Gutzwiller wave functions over the slave-boson mean-field theory. These wave functions are
well defined and they are evaluated exactly in the unambiguous limit of infinite spatial dimen-
sions, D → ∞. In contrast, the slave-boson mean-field derivation is uncontrolled and, as we
have seen, quite adjustable in its outcome. Of all the different equations that one may derive
within such an approach, the ‘right ones’ are usually identified by some sophisticated guess.
This guess, not surprisingly, always turns out to be equivalent to the Gutzwiller theory. This
very equivalence is by far the most convincing argument for the credibility of the slave-boson
results.

The derivation by Lechermann et al. is particularly problematic because it works with an
inaccurate representation of the fermionic creation and annihilation operators. This shortcom-
ing also prevents an improvement of the results by computing fluctuations around the saddle
point within a functional integral representation. It should be mentioned, however, that the
promise of such an expansion, although often made, has never materialised in any convincing
improvement of the results, not even for the one-band Hubbard model [179]. In contrast, it
is possible to calculate systematically 1/D corrections for Gutzwiller wave functions for all
physical quantities [133, 180]. Such calculations allow one to estimate the accuracy of the
results in infinite dimensions and to improve them systematically, if necessary.

The Gutzwiller theory can also be used to calculate quasi-particle excitations within a
Fermi-liquid approach, see section 7.3. The quasi-particle bands in the Gutzwiller theory coin-
cide with those derived in the slave-boson mean-field theory by Lechermann et al. Therefore,
the zero-temperature spectral properties are equivalent in both approaches.

The functional integral representation of the slave-boson mean-field theory provides a way
to investigate systems at finite temperatures. On the other hand, the Gutzwiller ground-state
energy functional also provides the Landau parameters for the description of thermodynamic
properties [105]. Therefore, both approaches are equivalent in the Fermi-liquid regime when
the temperatures T is much smaller than the Fermi temperature TF. Although the slave-boson
mean-field equations can also be solved for T ≈ TF or even for T ≫ TF, the approximation
breaks down in this temperature regime [181].



Chapter 7

Single-Particle Excitations

As we will show in this chapter, the Gutzwiller theory does not only provide an approximate
ground-state description of multi-band Hubbard models, but it also allows us to calculate
quasi-particle excitation energies. To this end, we first summarise the basic results of the
microscopic Fermi-liquid theory in section 7.1 and Landau’s phenomenological approach in
section 7.2. In section 7.3, we introduce our Gutzwiller quasi-particle theory.

7.1 Spectral Function of a Fermi Liquid

7.1.1 Definitions

The essential quantity for the investigation of the Hubbard models (2.15) with respect to
single-particle excitations is the retarded Green’s function,

Gσ,σ′

i,j (t) ≡ −iΘ(t)〈Φ0|{ĉi,σ(t), ĉ†j,σ′(0)}|Φ0〉 , (7.1)

or its Fourier transform,

Gσ,σ′

k (ω) ≡ 1

L

∑

i,j

eik(Ri−Rj)

∫ ∞

0
dt eiωtGσ,σ′

i,j (t) . (7.2)

Here, |Φ0〉 is the exact ground state of our Hamiltonian (2.15), Ĥ ≡ ĤH, and

ĉ
(†)
i,σ(t) = eiĤtĉ

(†)
i,σe

−iĤt (7.3)

are the Heisenberg representations of the operators ĉ
(†)
i,σ. For a comparison with experiments,

the spectral density

Sk(ω) ≡ − 1

π

∑

σ

Im
[
Gσ,σ

k (ω)
]

(7.4)

is of particular interest because it can be measured, e.g., by ‘angle-resolved photoemission
spectroscopy’ (ARPES) [182]. Note that the spectral density (7.4) obeys the sum rule

∫ ∞

−∞
dωSk(ω) = N , (7.5)

where N is the number of bands or spin-orbitals in the Hubbard Hamiltonian (2.15).
In the uncorrelated limit, ĤI = 0, the spectral function

S0
k(ω) =

∑

γ

δ
(
ω − E0

k,γ

)
(7.6)
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has sharp δ-peaks at the band energies E0
k,γ of the single-particle Hamiltonian Ĥ0, see equa-

tion (2.16). This explains the term ‘spectral function’ for Sk(ω). The corresponding non-
interacting Green’s function is given by

Gσ,σ′

0;k (ω) =
∑

γ

u∗γ,σ(k)
1

ω − E0
k,γ + iδ

uγ,σ′(k) , (7.7)

where the unitary matrix uγ,σ(k) was introduced in equation (2.18) and δ = 0+ is an infinites-
imal increment. Note that we may consider the Green’s functions (7.2) as the elements of a
matrix G̃k(ω) with respect to the indices σ, σ′. Then, the uncorrelated Green’s function matrix
can also be written as

G̃0;k(ω) = [ω − ε̃0k + iδ]−1 , (7.8)

where the elements ε̃0k;σ,σ′ of the matrix ε̃0k were introduced in equation (2.17a).

7.1.2 Single-Band Greens’s Function

We start our considerations with the single-band Hubbard model where σ =↑, ↓ is a spin-index
and the unitary matrix uγ,σ(k) = δγ,σ is diagonal. For this model, we can write the Green’s
function as

Gσ
k(ω) =

1

ω − ε0k − Σσ(k, ω)
, (7.9)

where, by definition, the entire influence of the Coulomb interaction is encoded in the ‘self-
energy’ Σσ(k, ω). The spin index of the self-energy only matters for systems with ferromagnetic
order, whereas in paramagnetic systems we have Σσ(k, ω) = Σ(k, ω). Note that equation (7.9)
is equivalent to

Gσ
k(ω)−1 = Gσ

0;k(ω)−1 − Σσ(k, ω) , (7.10)

which can be read as a definition of the self-energy.
In a diagrammatic expansion of the (time-ordered) Green’s function, the self-energy can

be expressed as a sum of a well-defined class of diagrams; see any text book on many-particle
physics, e.g., references [3, 30, 183]. In fermionic systems, it turns out [34, 36, 184, 185] that
the self-energy in the thermodynamic limit has the form

Σσ(k, ω → EF) = Σ0
σ(k) + ΣR

σ (k)(ω − EF) + iΣI
σ(k)(ω − EF)2 (7.11)

around the Fermi energy EF, provided that the diagrammatic expansion converges properly.
Note that the very existence of such a Fermi energy for a correlated system is already a
profoundly non-trivial result of the diagrammatic expansion. With the self-energy (7.11), the
Green’s function near the Fermi energy reads

Gσ
k(ω → EF) =

1

ω − E0
k,σ − ΣR

σ (k)(ω − EF) − iΣI
σ(k)(ω − EF)2

, (7.12)

where we introduced the shifted energies E0
k,σ = ε0k + Σ0

σ(k). The identity

Im

[
1

x+ iδ

]

→ −πδ(x) for δ → 0+ (7.13)

holds in our case because δ = −ΣI(k)(ω−EF)2 → 0+ and ΣI < 0 follows from the analyticity
of Gk(z) in the upper complex plane. Equation (7.12) leads to the spectral density

Sk(ω → EF) =
∑

σ

δ
(
ω − E0

k,σ − ΣR
σ (k)(ω − EF)

)
(7.14)
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for values of ω around EF. The δ-function gives finite contributions for ω = Ek,σ with

Ek,σ − EF = zσ(k)(E0
k,σ − EF) (7.15)

and

zσ(k) ≡ 1

1 − ΣR
σ (k)

. (7.16)

It allows the spectral density (7.14) to be written in the form

Sk(ω → EF) =
∑

σ

zσ(k)δ (ω − Ek,σ) + Sinc
k (ω) . (7.17)

A comparison with (7.6) shows that, near the Fermi energy, the correlated spectral density
resembles that of an uncorrelated system. The bare single-particle energies ε0k are shifted by
Σ0

σ(k) and renormalised by the factor zσ(k), which defines the ‘quasi-particle energy’ Ek,σ,
equation (7.15). The contribution of a quasi-particle to the sum rule (7.5) is reduced from unity,
in the uncorrelated limit to zσ(k) < 1 in the correlated system. Therefore, zσ(k) is denoted as
the ‘quasi-particle weight’. The rest of the spectral weight lies in the ‘incoherent background’
Sinc

k (ω). The quasi-particle behaviour near the Fermi energy is a direct consequence of the
specific form (7.11) of the self-energy. Systems with such self-energies are usually denoted as
‘Fermi liquids’.

7.1.3 Multi-Band Green’s Functions

The quasi-particle or Fermi-liquid theory for multi-band Hubbard models is technically more
difficult but, in principle, very similar to that of the single-band model. In multi-band models,
the Green’s function matrix G̃k(ω) and the self-energy matrix Σ̃(k, ω), with their respective
elements Gσ,σ

k (ω) and Σσ,σ′(k, ω) , are related via

G̃k(ω)−1 = G̃0;k(ω)−1 − Σ̃(k, ω) , (7.18)

which generalises equation (7.10) for the single-band model. Near the Fermi energy, the self-
energy matrix of a Fermi liquid has the form

Σ̃(k, ω → EF) = Σ̃0(k) + Σ̃R(k)(ω − EF) + iΣ̃I(k)(ω − EF)2 , (7.19)

where, as we will see below, a Fermi-liquid behaviour requires that the matrices Σ̃0(k) and
Σ̃R(k) are Hermitian. Note that iΣ̃I(k) is not necessarily an imaginary matrix but we write it in
analogy to the corresponding equation (7.11) for the single-band model. The self-energy (7.19)
leads to the following equation for the inverse of the Green’s function near the Fermi energy,

[G̃k(ω → EF)]−1 = ω − Ẽ0
k − Σ̃R(k)(ω − EF) + iΣ̃I(k)(ω − EF)2 , (7.20)

where we introduced the shifted energies

Ẽ0
k ≡ ε̃0k + Σ̃0(k) . (7.21)

For fixed values of k and ω, we can diagonalise the first two (Hermitian) matrices on the right
hand side of equation (7.20)

ũ(k, ω)[Ẽ0
k + Σ̃R(k)(ω − EF)]ũ†(k, ω) = R̃(k, ω) . (7.22)

by means of a unitary matrix ũ(k, ω), which, to leading order in (ω − EF), has the matrix
elements

uγ,σ(k, ω → EF) = u0;γ,σ(k) + u1;γ,σ(k)(ω − EF) . (7.23)
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The elements Rγ,γ(k, ω) ≡ Rγ(k, ω) of the diagonal matrix R̃(k, ω) are given by

Rγ(k, ω → EF) = R0;γ(k) +R1;γ(k)(ω − EF) , (7.24)

where

R0;γ(k)δγ,γ′ =
∑

σ,σ′

u0;γ,σ(k)E0
k;σ,σ′u∗0;γ′,σ′(k) , (7.25a)

R1;γ(k) =
∑

σ,σ′

u0;γ,σ(k)ΣR
σ,σ′(k)u∗0;γ,σ′(k) . (7.25b)

Note that Ẽ0
k is diagonalised by ũ0

k, as indicated in equation (7.25a), whereas equation (7.25b)
only holds for the diagonal elements.

After the diagonalisation (7.22), we can write G̃k(ω → EF) as

G̃k(ω → EF) = ũ†(k, ω)K̃(k, ω)ũ(k, ω) , (7.26)

where

K̃(k, ω) ≡ [ω − R̃(k, ω) − Ĩ(k, ω)]−1 , (7.27a)

Ĩ(k, ω) ≡ iũ0(k)Σ̃I(k)ũ†0(k)(ω − EF)2 . (7.27b)

In order to determine the spectral function (7.4), we have to calculate the imaginary part
of the matrix K̃(k, ω). By construction, the matrix R̃ in (7.27a) is real and diagonal. For
the calculation of Im[K̃(k, ω)], we may safely assume that Ĩ is imaginary and also diagonal
for the following reason: Any real part of Ĩ(k, ω) is negligible as compared to the dominant
linear term in R̃(k, ω). Although non-diagonal imaginary elements of Ĩ lead to non-diagonal
elements in Im[K̃(k, ω)], they vanish in the limit ω → EF as long as the emerging quasi-particle
energies (7.31) are non-degenerate. This leads to the imaginary part

Im[Kγ,γ′(k, ω)] = −πδγ,γ′δ(ω −Rγ,γ(k, ω)) (7.28)

of K̃(k, ω) near the Fermi energy. Like in the one-band model, we can evaluate the δ-function,
which leads to

Im[Kγ,γ′(k, ω)] = −πδγ,γ′zγ(k)δ(ω − Eγ(k)) , (7.29)

where

zγ(k) ≡ 1

1 −R1;γ(k)
=
[

ũ0(k)[1 − Σ̃R(k)]−1ũ†0(k)
]

γ,γ
(7.30)

gives the quasi-particle weight and

Ek,γ = EF + zγ(k)(R0;γ(k) − EF) (7.31)

is the quasi-particle dispersion. These notations are obviously justified from our final result
for the spectral function

Sk(ω → EF) =
∑

γ

zγ(k)δ(ω − Ek,γ) + Sinc
k (ω) . (7.32)

The quasi-particle dispersion Ek,γ belongs to an effective single-particle Hamiltonian,

Ĥeff
0 =

∑

k,σ,σ′

εeffk;σ,σ′ ĉ
†
k,σ ĉk,σ′ (7.33a)
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in the original basis |σ〉 with effective energies

εeffk;σ,σ′ = ησ,σ′(k) +
∑

σ̃,σ̃′

z̄σ,σ̃(k)ε0k;σ̃,σ̃′ z̄σ′,σ̃′(k) . (7.33b)

Here, we introduced the renormalisation matrix

z̄σ,σ′(k) ≡
∑

γ

u∗0;γ,σ(k)
√

zγ(k)u0;γ,σ′(k) (7.33c)

and the energy shifts

ησ,σ′(k) ≡
∑

σ̃,σ̃′

z̄σ,σ̃(Σ0
σ̃,σ̃′(k) − δσ̃,σ̃′EF)z̄σ′,σ̃′ . (7.33d)

7.2 Landau Theory

In this section, we briefly remind the reader of Landau’s phenomenological energy functional
in section 7.2.1. This functional is based on the idea that it exists a one-to-one correspondence
between elementary excitations of a Fermi liquid and the excitations of a non-interacting Fermi
gas. The correspondence between Fermi liquids and Fermi gases becomes mathematically more
explicit when we introduce the operators for quasi-particle excitations in section 7.2.2. With
such operators, we write the quasi-particle excitations energies as expectation values of the
Hamiltonian in section 7.2.3. These exact relations are needed for the implementation of the
quasi-particle concept into our Gutzwiller theory in section 7.3.

7.2.1 Landau Energy Functional

As shown in the previous section, the low-energy excitations of Fermi liquids are quasi-particles,
which, qualitatively, resemble the excitations of a Fermi gas without Coulomb interaction.
Landau used this observation as a starting point of his phenomenological approach in which
he assumed that there exists a one-to-one correspondence of excitations in a correlated Fermi
liquid and a fictitious non-interacting Fermi gas. At zero temperature, both are then described
by a Fermi distribution in momentum space

n0
k,γ = 〈n̂k,γ〉 = Θ(EF − Ek,γ) . (7.34)

For a Fermi gas, such a distribution is correct for all (k, γ) while, for a Fermi liquid, it only
applies to the vicinity of the Fermi surface.

Low-energy excitations of a Fermi liquid are described by changes

δnk,γ = nk,γ − n0
k,γ (7.35)

of the distribution nk,γ . The expectation values of observables, e.g., of the energy, may then
be expanded in a power series with respect to δnk,γ ,

δE =
∑

k,γ

Ek,γδnk,γ +
∑

γ,γ′;k,k′

fγ,γ′(k,k′)δnk,γδnk′,γ′ + O(δn3) . (7.36)

For sufficiently simple Fermi surfaces, for instance, a sphere in case of the free-electron gas, the
coupling constants fγ,γ′(k,k′) can be expressed by a small number of parameters, the so-called
‘Landau-parameters’. In this way, one can investigate quite a number of phenomena, which
are related to weak perturbations of the Fermi liquid both at zero and finite temperature; see
references [35, 36, 186, 187]. For a single-band model, Landau parameters have been calculated
in the Gutzwiller theory and successfully applied for an investigation of 3He in reference [105].
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7.2.2 Quasi-Particle Excitations

In order to formulate a quasi-particle approach in the context of our multi-band Gutzwiller
theory, we first address the question how Landau’s quasi-particle ideas are mathematically
connected to the Fermi-liquid theory discussed in the previous section. The excitations of the

Fermi gas are described by the bare fermionic operators ĉ
(†)
k,γ , which, in the ground state, obey

equation (7.34) with n̂k,γ = ĉ†k,γ ĉk,γ . It raises the question wether or not such creation and
annihilation operators also exist for the quasi-particles. They have to obey equation (7.34) but
with the expectation value carried out with respect to the true many-particle ground state |Φ0〉.
It turns out that, near the Fermi surface, it is indeed possible to define such operators.

To keep the notations simple, we consider only a paramagnetic single-band model and skip
the spin index σ. In this case, we can define quasi-particle creation and annihilation operators
via

ĥ†k ≡ α
√

z(k)

∫ 0

−∞
dt e−iEkteαtĉ†k(t) , (7.37a)

ĥk ≡ α
√

z(k)

∫ 0

−∞
dt eiEkteαtĉk(t) , (7.37b)

where Ek and z(k) are the quasi-particle energy and the quasi-particle weight defined in (7.15)
and (7.16), respectively. As we will see below, the real parameter α can be chosen arbitrarily
as long as it obeys the conditions

|Ek − EF| < α (7.38a)

and ∣
∣
∣
∣

∫ ±∞

EF

dωSinc
k (ω)

α2(ω/EF)n

(ω − EF)2 + α2

∣
∣
∣
∣
≪ 1 (7.38b)

for n = 0 and n = 1. Obviously, both conditions (7.38) together can only be met in the
immediate vicinity of the Fermi surface.

In order to show that ĥ†k creates and ĥk annihilates a quasi-particle, we calculate

〈Φ0|ĥ†kĥk|Φ0〉 =
α2

z(k)

∑

n

|〈Φn|ĉk|Φ0〉|2 (7.39a)

×
∫ 0

−∞
dt

∫ 0

−∞
dt′e(−iEk+α)te(iEk+α)t′e−i(En−E0)(t−t′)

=
1

z(k)

∑

n

|〈Φn|ĉk|Φ0〉|2
α2

(Ek + En − E0)2 + α2
, (7.39b)

where |Φn〉 is a basis of eigenstates of our single-band Hamiltonian Ĥ ≡ Ĥ1B with energies
En. A comparison with the Lehmann representation of the spectral function

1

2
Sk(ω) =

∑

n

|〈Φn|ĉk|Φ0〉|2δ(ω + (En − E0)) +
∑

n

|〈Φn|ĉ†k|Φ0〉|2δ(ω − (En − E0)) (7.40)

allows equation (7.39b) to be written as

〈Φ0|ĥ†kĥk|Φ0〉 =
1

2z(k)

∫ EF

−∞
dωSk(ω)

α2

(Ek − ω)2 + α2
. (7.41)

The factor 1/2 in (7.40) replaces the σ-sum in the definition (7.4) of the spectral function.
Note that we have En −E0 = −EF +E′

n with energies E′
n > 0 in (7.39b) and in the first sum

of equation (7.40). The second sum in equation (7.40) only contributes for ω > EF.
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If α obeys equation (7.38a), we can use the spectral function (7.17) to evaluate the expec-
tation value (7.41). This leads to

〈Φ0|ĥ†kĥk|Φ0〉 = Θ(EF − Ek) +
1

2z(k)

∫ EF

−∞
dωSinc

k (ω)
α2

(Ek − ω)2 + α2
(7.42a)

≈ Θ(EF − Ek) , (7.42b)

where the second line follows because α also obeys equation (7.38b). In the same way as
in (7.39a), we can show that near the Fermi surface the quasi-particle operators satisfy the
equations

〈Φ0|ĥ†kĥk′ |Φ0〉 = δk,k′Θ(EF − Ek) (7.43a)

〈Φ0|ĥkĥ
†
k′ |Φ0〉 = δk,k′Θ(Ek − EF) , (7.43b)

〈Φ0|ĥ†kĥ
†
k′ |Φ0〉 = 〈Φ0|ĥkĥk′ |Φ0〉 = 0 . (7.43c)

7.2.3 Quasi-Particle Energies

Finally, we calculate the expectation value

E−(k) ≡ 〈Ĥ〉
Φ

(k)
−

− E0 =
〈Φ(k)

− |Ĥ|Φ(k)
− 〉

〈Φ(k)
− |Φ(k)

− 〉
− E0 (7.44)

of our single-band Hamiltonian Ĥ with respect to the state

|Φ(k)
− 〉 ≡ ĥk |Φ0〉 , (7.45)

in which a quasi-particle is removed from (i.e., a quasi-hole added to) the ground state |Φ0〉.
With the definition (7.37) of the quasi-particle operators, and using the Lehmann representa-
tion (7.40) of the spectral function, we find

〈Φ(k)
− |Ĥ|Φ(k)

− 〉 =
1

z(k)

∑

n

|〈Φn|ĉk|Φ0〉|2
Enα

2

(Ek + En − E0)2 + α2
, (7.46a)

=
1

2z(k)

∫ EF

−∞
dωSk(ω)

(E0 − ω)α2

(Ek − ω)2 + α2
. (7.46b)

Evaluated with the spectral function (7.17), the expectation value (7.46a) becomes

〈Φ(k)
− |Ĥ|Φ(k)

− 〉 = E0 − Ek +
1

2z(k)

∫ EF

−∞
dωSinc

k (ω)
(E0 − ω)α2

(Ek − ω)2 + α2
(7.47)

In order to calculate (7.44), we expand the inverse of the denominator by means of equa-
tion (7.42b),

1

〈Φ(k)
− |Φ(k)

− 〉
≈ Θ(EF − Ek) − 1

2z(k)

∫ EF

−∞
dωSinc

k (ω)
α2

(Ek − ω)2 + α2
. (7.48)

This equation, together with (7.47) and (7.38b), leads to

E−(k) = −Ek . (7.49)

In the same way, we can show that adding a quasi-particle also leads to the expectation value

E+(k) ≡ 〈Ĥ〉
Φ

(k)
+

− E0 = +Ek (7.50)

for the state
|Φ(k)

+ 〉 ≡ ĥ†k |Φ0〉 . (7.51)

We will use the exact equations (7.49) and (7.51) when we derive our approximate Gutzwiller-
Landau quasi-particle theory in the following section.
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7.3 Landau-Gutzwiller Quasi-Particles

The Gutzwiller theory provides approximate ground states

|ΨG〉 = P̂G|Ψ0〉 (7.52)

for the general class of multi-band Hubbard models (2.15). As discussed in section 5.3, the
single-particle wave function |Ψ0〉 is the ground state of an effective single-particle Hamiltonian,
see equation (5.96). Based on the exact results on quasi-particle excitations, as discussed in the
previous section, we now develop a scheme to calculate such excitations for our approximate
Gutzwiller ground state. We first identify the quasi-particle operators that belong to |ΨG〉.
With these operator, we then calculate the quasi-particle excitation energies. In the following,
we restrict our derivation to systems without superconducting order parameters. A more
general derivation can be found in reference [138].

7.3.1 Operators for Quasi-Particle Creation and Annihilation

We define quasi-particle and quasi-hole creation operators

ê†k,γ := P̂Gĥ
†
k,γ(P̂G)−1 , (7.53a)

v̂k,γ := P̂Gĥk,γ(P̂G)−1 , (7.53b)

to which the Gutzwiller wave function behaves like an uncorrelated Fermi gas, see below.
These operators obey usual Fermi anti-commutation relations,

[ê†k,γ , v̂k′,γ′ ]+ = δk,k′δγγ′ , (7.54a)

[ê†k,γ , ê
†
k′,γ′ ]+ = [v̂k,γ , v̂k′,γ′ ]+ = 0 , (7.54b)

and they create quasi-particles/quasi-holes in the variational Gutzwiller ground state, as can
be seen from

ê†k,γ v̂k,γ |ΨG〉 = Θ(EF − Ek,γ)|ΨG〉 , (7.55a)

v̂k,γ ê
†
k,γ |ΨG〉 = Θ(Ek,γ − EF)|ΨG〉 . (7.55b)

With these operators, we define the states

|Ψ(k,γ)
G,+ 〉 ≡ ê†k,γ |ΨG〉 = P̂Gĥ

†
k,γ |Ψ0〉 ≡ P̂G|Ψ(k,γ)

0,+ 〉 , (7.56a)

|Ψ(k,γ)
G,− 〉 ≡ v̂k,γ |ΨG〉 = P̂Gĥk,γ |Ψ0〉 ≡ P̂G|Ψ(k,γ)

0,− 〉 , (7.56b)

in which a quasi-particle or quasi-hole is added to the variational ground state. The single-
particle state |Ψ0〉 is defined in terms of the operators ĥ†k,γ in equation (5.102). Note that |Ψ0〉
and ĥ†k,γ have to be used with their optimum values, given by the parameters

xi ≡ {λ̃i
i, η̃i, C̃

0
i , EF} (7.57)

that minimise (5.104),
∂Ec(. . .)

∂xi

∣
∣
∣
∣
xi=x0

i

= 0 . (7.58)

Equations (7.56) unveil that our approach is a microscopic realisation of Landau’s phenomeno-
logical concept: the excitations of a correlated system, described by |ΨG〉, are uniquely con-
nected to the excitations of a Fermi gas, described by |Ψ0〉.
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In analogy to the exact equations (7.49) and (7.50), we define the quasi-particle or quasi-
hole excitation energies as

Eqp
k,γ ≡ ±

(
Evar

± (k, γ) − Evar
0

)
, (7.59)

where the upper and lower signs correspond to quasi-particles and quasi-holes, respectively.
Here,

Evar
± (k, γ) =

〈Ψ(k,γ)
G,± |ĤH|Ψ(k,γ)

G,± 〉
〈Ψ(k,γ)

G,± |Ψ(k,γ)
G,± 〉

(7.60)

is the expectation value of our Hamiltonian with respect to the wave functions (7.56) and Evar
0

is the variational ground state energy (5.103).

7.3.2 Quasi-Particle Energies

In this section, we prove that the quasi-particle energies, as defined in equation (7.59), are the
eigenvalues

Eqp
k,γ = Ek,γ (7.61)

of the effective single-particle Hamiltonian (5.96). In the orbital band basis (2.17a), this
effective Hamiltonian has the form

Ĥeff
0 =

∑

k,σ,σ′

εeffk;σ,σ′ ĉ
†
k,σ ĉk,σ′ (7.62)

with the effective band energies

εeffk;σ,σ′ = ησ,σ′ +
∑

σ̃,σ̃′

qσ
σ̃εk;σ̃,σ̃′

(

qσ′

σ̃′

)∗
. (7.63)

This results is in agreement with the general form (7.33) of a quasi-particle Hamiltonian
energies in Fermi-liquid theory. Note that ε0k;σ,σ′ in (7.33) differs from εk;σ,σ′ in (7.63) by
the inclusion of local terms, see equations (2.17b) and (5.98b). This is compensated in the
Gutzwiller theory by a proper adjustment of the fields ησ,σ′ .

We close this section with the proof of equation (7.61). In the following, we drop all lattice
site indices and set symbols {} of the quantities (7.57). For example, the set of independent
variational parameters {λ̃i;0

i } that minimises the variational energy is denoted as λ̃i;0. We
write the energies Evar

0 and Evar
± (k, γ) in (7.59) as

Evar
0 =

∑

σ,σ′,σ̃,σ̃′

Qσ,σ′

σ̃,σ̃′(λ̃
i;0, C̃0;0)Kσ,σ′

σ̃,σ̃′ + Eloc(λ̃
i;0, C̃0;0) , (7.64a)

Evar
± (k, γ) =

∑

σ,σ′,σ̃,σ̃′

Qσ,σ′

σ̃,σ̃′(λ̃
i;0, C̃0;0 + ∆̃

(k,γ)
± )

∑

k′

εk′;σ̃,σ̃′〈Ψ(k,γ)
0,± |ĉ†k′,σ ĉk′,σ′ |Ψ(k,γ)

0,± 〉

+Eloc(λ̃
i;0, C̃0;0 + ∆̃

(k,γ)
± ) , (7.64b)

where
Kσ,σ′

σ̃,σ̃′ =
∑

k

εk;σ̃,σ̃′〈ĉ†k,σ ĉk,σ′〉Ψ0 , (7.64c)

and Qσ,σ′

σ̃,σ̃′ is defined in equation (5.98a). The matrix ∆̃
(k,γ)
± describes the change of the un-

correlated local-density matrix C̃0 due to the creation of a quasi-particle or a quasi-hole. Its
elements are given by

∆
(k,γ)
±;σ,σ′ = ±uγ,σ(k)u∗γ,σ′(k) , (7.65)
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where the coefficients uγ,σ′(k) have been introduced in (5.100).
The sum over k in (2.14) is readily evaluated,

∑

k′

ε0k′;σ̃,σ̃′〈Ψ(k,γ)
0,± |ĉ†k′,σ ĉk′,σ′ |Ψ(k,γ)

0,± 〉 = Kσ,σ′

σ̃,σ̃′ ± εk;σ̃,σ̃′uγ,σ(k)u∗γ,σ′(k) . (7.66)

Therefore, to order (1/L)0, the expansion of ±Eqp
k,γ = Evar

± (k, γ)−Evar
0 with respect to u

(∗)
γ,σ′(k)

yields

±Eqp
k,γ = ±

∑

σ,σ′,σ̃,σ̃′

Qσ,σ′

σ̃,σ̃′εk;σ̃,σ̃′u∗γ,σ(k)uγ,σ′(k) (7.67)

+
∑

ρ,ρ′




∑

σ,σ′,σ̃,σ̃′

Kσ,σ′

σ̃,σ̃′

∂Qσ,σ′

σ̃,σ̃′

∂C0
ρ,ρ′

∣
∣
∣
∣
∣
C̃0=C̃0;0

+
∂Eloc

∂C0
ρ,ρ′

∣
∣
∣
∣
∣
C̃0=C̃0;0



∆
(k,γ)
±;ρ,ρ′ .

From equation (5.101), we find

±
∑

σ,σ′,σ̃,σ̃′

Qσ,σ′

σ̃,σ̃′εk;σ̃,σ̃′uγ,σ(k)u∗γ,σ′(k) = ±Ek,γ +
∑

σ,σ′

η0
σ,σ′∆

(k,γ)
±;σ,σ′ , (7.68)

which allows us to evaluate the first line in (7.67). For the second line, we employ

∑

σ,σ′,σ̃,σ̃′

Kσ,σ′

σ̃,σ̃′

∂Qσ,σ′

σ̃,σ̃′

∂C0
ρ,ρ′

∣
∣
∣
∣
∣
C̃0=C̃0;0

=

〈

∂

∂C0
ρ,ρ′

Ĥeff
0

〉

Ψ0

=
∂ESP

∂C0
ρ,ρ′

∣
∣
∣
∣
∣
C̃0=C̃0;0

, (7.69)

where we have used the fact that the dependence of Kσ,σ′

σ̃,σ̃′ on C̃ can be ignored in the derivative

of ESP with respect to C̃0 because |Ψ0〉 is an exact eigenstate of Ĥeff
0 , and ESP is its eigenvalue.

Using (5.104) and (7.58) we can rewrite this expression as

∂ESP

∂C0
ρ,ρ′

∣
∣
∣
∣
∣
C̃0=C̃0;0

= − ∂Eloc

∂C0
ρ,ρ′

∣
∣
∣
∣
∣
C̃0=C̃0;0

− η0
ρ,ρ′ , (7.70)

which, together with equations (7.67)-(7.69), proves (7.61)



Chapter 8

Two-Particle Excitations

Two-particle excitations are described by two-particle Green’s functions, which we introduce
in section 8.1. In section 8.2, we derive the time-dependent Hartree-Fock approximation, which
provides a feasible way to calculate two-particle Green’s functions for many-particle systems.
In section 8.3, we employ an evaluation scheme, very similar to that of the time-dependent
Hartree-Fock approximation, in order to develop a time-dependent Gutzwiller theory.

8.1 Two-Particle Green’s Functions

For the theoretical interpretation of various experiments, one has to consider two-particle
Green’s functions of the form

Gσ3,σ4
σ2,σ1

(t− t′) ≡ −iΘ(t− t′)〈Φ0|[ĉ†σ1
(t)ĉσ2

(t), ĉ†σ3
(t′)ĉσ4

(t′)]|Φ0〉 , (8.1)

where, as in the previous chapter, |Φ0〉 is the exact ground state of the time-independent

Hamiltonian Ĥ, e.g., the multi-band Hubbard Hamiltonian (2.15), and ĉ
(†)
σ (t) is the Heisen-

berg representation of the operator ĉ
(†)
σ with respect to Ĥ. The Green’s functions (8.1) nat-

urally arise in ‘linear-response theory’ because they describe the time-dependent changes of
expectation values

δ〈ĉ†σ1
ĉσ2

〉t ≡ 〈ĉ†σ1
ĉσ2

〉t − 〈ĉ†σ1
ĉσ2

〉−∞ =
∑

σ3,σ4

∫ ∞

∞
dt′Gσ3,σ4

σ2,σ1
(t− t′)fσ3,σ4(t

′) (8.2)

in the presence of a small time-dependent perturbation

V̂ (t) =
∑

σ,σ′

fσ,σ′(t)ĉ†σ ĉσ′ (8.3)

added to Ĥ [30, 188, 189]. After a Fourier transformation, equation (8.2) reads

δ〈ĉ†σ1
ĉσ2

〉(ω) =
∑

σ3,σ4

Gσ3,σ4
σ2,σ1

(ω)fσ3,σ4(ω) (8.4)

with

Gσ3,σ4
σ2,σ1

(ω) ≡
∫ ∞

−∞
dtGσ3,σ4

σ2,σ1
(t)eiωt , (8.5)

and fσ3,σ4(ω) and δ〈ĉ†σ1 ĉσ2〉(ω) defined accordingly.



98 CHAPTER 8. TWO-PARTICLE EXCITATIONS

The general definition (8.1) can be used to set up more special two-particle Green’s func-
tions, which are of interest for specific experiments. For example, for the investigation of
magnetic excitations in lattice models, the transversal susceptibility

GT(q, ω) = − i

L

∫ ∞

0
dt eiωt

〈

Ψ0

∣
∣
∣

[

Ŝ+
q (t), Ŝ−

q (0)
]∣
∣
∣Ψ0

〉

(8.6)

is of importance [190]. Here, we introduced the q-dependent spin-flip operators

Ŝ+
q =

∑

i

eiqRi Ŝ+
i =

∑

i,b

eiqRi ĉ†i;(b↑)ĉi;(b↓) , (8.7a)

Ŝ−
q = (Ŝ+

q )+ =
∑

i,b

e−iqRi ĉ†i;(b↓)ĉi;(b↑) (8.7b)

in the Heisenberg representation, where the sum runs over all L lattice sites Ri and orbitals b.
Magnetic excitations are found as poles of the Green’s function Gret(q, E), or, equivalently, as
peaks in

χT (q, E) = ImGT(q, E) (8.8)

at energies E > 0. They can be measured, e.g., in neutron scattering experiments.

8.2 Time-Dependent Hartree-Fock Approximation

An approximation, frequently applied to two-particle Green’s functions, is the ‘random-phase
approximation’ (RPA). This approach can be derived in various ways, e.g., by an equation of
motion technique or in diagrammatic perturbation theory; see, e.g., reference [191], where we
derived the RPA equations for the Green’s function (8.6).

In this section, we use a different derivation in which the RPA turns out to be a time-
dependent generalisation of the Hartree-Fock theory; see, e.g., references [192, 193]. If derived
in this way, the approach can be generalised quite naturally in order to set up a time-dependent
Gutzwiller theory, as we will show in section 8.3.

8.2.1 Equation of Motion for the Density Matrix

We consider the general Hamiltonian Ĥel, equation (2.3a), which was investigated within the
Hartree-Fock theory in section 3.1. Here, we want to calculate the time dependence of the
density matrix ρ̃(t) with the elements

ρσ′,σ(t) ≡ 〈Ψ(t)|ĉ†σ ĉσ′ |Ψ(t)〉 , (8.9)

where |Ψ(t)〉 is the solution of the time-dependent Schrödinger equation for the Hamiltonian

Ĥ(t) = Ĥel + V̂ (t) . (8.10)

To be in line with previous works on time-dependent Hartree-Fock and Gutzwiller theories,
we use a different order of subscripts in the definition (8.9) of density matrices than in other
parts of this work; compare, e.g., equation (3.65).

The expectation value (8.9) obeys the Heisenberg equation

−iρ̇σ′,σ(t) = 〈Ψ(t)|[Ĥ, ĉ†σ ĉσ′ ]|Ψ(t)〉 , (8.11)
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which contains the commutator

[Ĥ(t), ĉ†σ ĉσ′ ] =
∑

σ1

[(
εσ1,σ + fσ1,σ(t)

)
ĉ†σ1

ĉσ′ −
(
εσ′,σ1 + fσ′,σ1(t)

)
ĉ†σ ĉσ1

]

(8.12)

+
1

2

∑

σ1,σ2,σ3

(Uσ1,σ2,σ,σ3 − Uσ1,σ2,σ3,σ) ĉ†σ1
ĉ†σ2

ĉσ′ ĉσ3

+
1

2

∑

σ1,σ2,σ3

(
Uσ′,σ1,σ2,σ3 − Uσ1,σ′,σ2,σ3

)
ĉ†σ1
ĉ†σ ĉσ2

ĉσ3
.

In the time-dependent Hartree-Fock approximation, we assume that the solution |Ψ(t)〉 of the
Schrödinger equation at any time t is approximately given by a single-particle product wave
function. In this case, the expectation value of the commutator (8.12) can be evaluated by
means of Wick’s theorem. This leads to the equation of motion

i ˙̃ρ(t) = [h̃(t), ρ̃(t)] (8.13a)

for ρ̃(t), where the matrix h̃(t) has the elements

hσ,σ′(t) = εσ,σ′ + fσ,σ′(t) +
∑

σ1,σ2

W σ2,σ1

σ,σ′ ρσ2,σ1(t) (8.13b)

with
W σ2,σ1

σ,σ′ ≡ Uσ,σ1,σ2,σ′ − Uσ,σ1,σ′,σ2 . (8.13c)

Note the symmetries
W σ1,σ2

σ3,σ4
= W σ4,σ3

σ2,σ1
= −W σ4,σ2

σ3,σ1
, (8.14)

which we have used already to derive equations (8.13). We introduce the abbreviation σ =
(σ, σ′) for pairs of single-particle indices, which allows equation (8.13b) to be written as

hσ(t) = εσ + fσ(t) +
∑

σ′

Wσ′

σ ρσ′(t) . (8.15)

The matrix h̃(t) is related to the expectation value

E[ρ̃(t)] = 〈Ĥ(t)〉Ψ(t) =
∑

σ

(εσ + fσ(t))ρσ̄(t) +
1

2

∑

σ,σ′

ρσ̄(t)W σ̄′

σ ρσ̄′(t) (8.16)

of our Hamiltonian with respect to a wave function |Ψ(t)〉, which, again, is assumed to be
a single-particle product state. In (8.16) we introduced the notation σ̄ ≡ (σ′, σ) for σ =
(σ, σ′). A comparison of equations (8.13b) and (8.16) shows that the matrix (8.15) can also
be determined through

hσ(t) =
∂

∂ρσ̄(t)
E[ρ̃(t)] (8.17)

which will become an essential equation for the formulation of a time-dependent Gutzwiller
theory in the following section.

8.2.2 Expansion for Weak Perturbations

We are only interested in cases where V̂ (t) is a weak perturbation to the time independent
Hamiltonian Ĥel. In this case, the density matrix ρ̃(t) and the Hamilton matrix h̃(t) are given
by

ρ̃(t) ≈ ρ̃0 + δρ̃(t) , (8.18a)

h̃(t) ≈ h̃0 + f̃(t) + δh̃(t) , (8.18b)
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where δρ̃(t) describes a ‘small’ time-dependent perturbation around the ground-state density
matrix ρ̃0 and

h0
σ = εσ +

∑

σ′

Wσ′

σ ρ0
σ′ , (8.19a)

δhσ(t) =
∑

σ′

Wσ′

σ δρσ′(t) . (8.19b)

With the expansion (8.18), the equation of motion (8.13a) becomes

0 = [h̃0, ρ̃0] , (8.20a)

iδ ˙̃ρ(t) = [h̃0, δρ̃(t)] + [δh̃(t) + f̃(t), ρ̃0] . (8.20b)

We have to solve equations (8.20) for density matrices that belong to a single-particle
product state. Such density matrices are idempotent, i.e., they obey the matrix equation

ρ̃ = ρ̃2 . (8.21)

With the expansion (8.18a), this condition reads

ρ̃0 =
(
ρ̃0
)2

, (8.22a)

δρ̃(t) = ρ̃0δρ̃(t) + δρ̃(t)ρ̃0 + (δρ̃(t))2 . (8.22b)

The condition (8.22a) and equation (8.20a) just recover the time-independent Hartree-Fock
equations derived in section 3.1. Their solution yields a basis |γ〉 of states for which the
ground-state density matrix

ρ0
γ,γ′ = ρ0

γ = δγ,γ′Θ(Eγ − EF) (8.23)

and the Hamilton matrix
h0

γ,γ′ = h0
γ = δγ,γ′Eγ (8.24)

are diagonal. Here, EF is the Fermi energy and Eγ are the eigenvalues of the Hartree-Fock
equations (3.9a).

8.2.3 RPA Equations

Mathematically, the density matrix ρ̃h ≡ ρ̃0 is a projector onto ‘hole’-states. In addition, we
define the projector onto ‘particle’-states as

ρ̃p ≡ 1 − ρ̃0 . (8.25)

With these two operators, we can decompose all matrices into their four components

δρ̃vw(t) ≡ ρ̃vδρ̃(t)ρ̃w , (8.26a)

f̃vw(t) ≡ ρ̃vf̃(t)ρ̃w , (8.26b)

h̃0;vw ≡ ρ̃vh̃
0ρ̃w (8.26c)

with v, w ∈ {p,h}. Note that h̃0;vw has the elements

h0;vw
γ,γ′ = δv,wδγ,γ′Eγ . (8.27)

An evaluation of the condition (8.22b) for the components δρ̃vw(t) yields

δρ̃vw(t) = δρ̃vw(t) + δρ̃vv(t)δρ̃vw(t) + δρ̃vw(t)δρ̃ww(t) , (8.28a)
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and
δρ̃ww(t) = ±δρ̃wv(t)δρ̃vw(t) (8.28b)

for v 6= w. From equations (8.28) we conclude that the components δρ̃pp(t) and δρ̃hh(t) can
be neglected in the following since they are quadratic with respect to the leading fluctuations
δρ̃hp(t) and δρ̃ph(t).

We express the time-dependent quantities δρ̃vw(t) and δf̃vw(t) by their respective Fourier
transforms δρ̃vw(ω) and δf̃vw(ω). The equation of motion (8.20b) can then be written as

[

(ω − Ẽ)

(
1 0
0 −1

)

− Ũ

](
ρ̃ph(ω)
ρ̃hp(ω)

)

= −
(
f̃ph(ω)

f̃hp(ω)

)

. (8.29)

where we introduced the matrices (tensors) Ẽ and W̃ with the elements

Uγ′

γ = −W γ′
1,γ′

2
γ1,γ2 = −

∑

σ1,σ2,σ′
1,σ′

2

u∗γ1,σ1
uγ2,σ2

W
σ′
1,σ′

2
σ1,σ2 uγ′

1,σ′
1
u∗γ′

2,σ′
2

(8.30)

and
Eγ′

γ = E
γ′
1,γ′

2
γ1,γ2 = δγ1,γ′

1
δγ2,γ4(Eγ1 − Eγ2) . (8.31)

The coefficients u
(∗)
γ,σ in (8.30) determine the solutions |γ〉 of the Hartree-Fock equations and

have been introduced in equations (3.2).
By comparison of equation (8.31) with (8.4) we find

G̃−1(ω) =

[

(ω + iδ − Ẽ)

(
−1 0
0 1

)

+ Ũ

]

(8.32)

for the inverse of the two-particle Green’s function

Gγ′

γ (ω) = G
γ′
1,γ′

2
γ1,γ2(ω) =

∑

σ1,σ2,σ′
1,σ′

2

uγ1,σ1
u∗γ2,σ2

G
σ′
1,σ′

2
σ1,σ2(ω)u∗γ′

1,σ′
1
uγ′

2,σ′
2
. (8.33)

Note that we have added an increment iδ with δ = 0+ in (8.32), to ensure that G̃(ω) obeys the
boundary conditions of a retarded Green’s function. For Ũ = 0, the Green’s function (8.32)
reads

Γ̃−1(ω) ≡ ∓(ω + iδ − Ẽ) (8.34)

and has the elements

Γγ′

γ (ω) = Γ
γ′
1,γ′

2
γ1,γ2(ω) = δγ1,γ′

1
δγ2,γ′

2

ρ0
γ2,γ2

− ρ0
γ1,γ1

ω + iδ − (Eγ1 − Eγ2)
. (8.35)

The Green’s function Γ̃ is not exact for the single-particle Hamiltonian Ĥ0 since we just set
Ũ = 0 in (8.32), and kept finite the Hartree-Fock self-energy, which influences the eigenvalues
Eγ . due to the Hartree-Fock self-energy contributions to the eigenvalues Eγ , the Green’s
function Γ̃ is not exact for the single-particle Hamiltonian Ĥ0 in (2.3). With the ‘uncorrelated’
Green’s function (8.35), we can write (8.32) as

G̃(ω) = Γ̃(ω)[1 + Ũ Γ̃(ω)]−1 (8.36a)

= Γ̃ + Γ̃(ω)Ũ G̃(ω) (8.36b)

where, in the second line, we expanded the denominator [1+Ũ Γ̃(ω)]−1 into a power series with
respect to ŨG̃. Both equations (8.36) are standard formulations for the two-particle Green’s
function in the random-phase approximation.
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The derivation of the RPA as a time dependent Hartree-Fock theory illustrates that it is
a reliable approximation only for systems with a ground state that is properly described by a
mean-field approximation. Therefore, the RPA has to be discarded for the correlated systems
we are interested in. Just as we succeeded to improve the ground-state description by means
of a Gutzwiller wave function, we will now introduce a time-dependent generalisation of the
Gutzwiller theory as an improved method for the investigation of two-particle excitations.

8.3 Time-Dependent Gutzwiller Theory

The time-dependent Gutzwiller approximation has been developed for single-band Hubbard
models by Seibold et al. [194, 195]. It was applied, with astonishing success, to a number of
such models and response functions [195–206]. In this section, we give a derivation of the time-
dependent Gutzwiller theory for multi-band models. To this end, we set up an effective energy
functional of the density matrix in sections 8.3.1-8.3.3, which eventually leads to Gutzwiller
RPA equations in section 8.3.4.

8.3.1 Energy Functional

As shown in section 5, the expectation value of the multi-band Hamiltonian (2.15) in the
Gutzwiller theory is a function of the variational parameters λΓ,Γ′ and of the one-particle
wave function |Ψ0〉, see equations (5.86)-(5.89), (5.80b), and (5.65). The single-particle wave
function |Ψ0〉 enters the energy functional solely through elements

ρY ≡ ρi,σ;j,σ′ ≡ 〈ĉ†j,σ′ ĉi,σ〉Ψ0 (8.37)

of the non-interacting density matrix, where Y is an abbreviation for (i, σ; j, σ′). It is therefore
possible to consider the energy

E = E(λ, ρ̃) (8.38)

as a functional of the density matrix ρ̃ and the vector λ of variational parameters λZ , with Z
as an abbreviation for (Γ,Γ′). The density matrix in the energy functional (8.38) must be
derived from a single-particle wave function and, therefore, it has to obey the condition (8.21).

Note that, in the following considerations, the density matrix will either be considered as
a matrix (with respect to its two indices (i, σ) and (j, σ′)) or as a vector (with respect to its
single index Y ). To distinguish between both cases, we denote (8.37) as ρ̃ or as ρ for the
respective matrix and vector interpretation.

The constraints (5.48) are also functionals of λ and ρ and will be denoted as

gi(λ,ρ) = 0 , 1 ≤ i ≤ nc . (8.39)

Here, nc is the number of independent constraints, which, due to symmetries, will usually be
smaller than its maximum value 2N2 + 1, where N is the number of spin-orbital states per
lattice site.

By solving equations (5.48) we can, at least in principle, express nc of the parameters λZ

through the density matrix ρ and the remaining ‘independent’ parameters λi
Z . In this way, we

find an energy functional EGA(λi,ρ), which has to be minimised with the only constraint (8.21)
for the density matrix. This leads to

δ{EGA(λi,ρ) − trΛ(ρ̃2 − ρ̃)} = 0 , (8.40)
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where we introduced the Lagrange-parameter matrix Λ. In full analogy to the treatment of
the one-band model [197], one finds that equation (8.40) leads to

0 = [h̃0, ρ̃0] , (8.41a)

0 =
∂EGA

∂λi
z

∣
∣
∣
∣
λi

z=λi;0
z

, (8.41b)

where we introduced the matrix h̃0 with the elements

h0
Y =

∂EGA

∂ρȲ

∣
∣
∣
∣
ρȲ =ρ0

Ȳ

. (8.42)

Here, we used again the notation Ȳ ≡ (j, σ′; i, σ) for Y = (i, σ; j, σ′) and introduced the
parameters ρ̃0 (or ρ0) and λi;0 that minimise EGA(λi,ρ). The matrix h̃0 further defines the
single-particle ‘Gutzwiller-Hamiltonian’

ĥ0 ≡
∑

i,j;σ,σ′

hi,σ;j,σ′ ĉ†i,σ ĉj,σ′ . (8.43)

8.3.2 Second-Order Expansion of the Energy Functional

In order to study excitations, we add a small time-dependent field

Ĥf (t) =
∑

i,j;σ,σ′

f ′i,σ;j,σ′(t)ĉ
†
i,σ ĉj,σ′ + h.c. (8.44)

to our multi-band Hamiltonian (2.15). With the time dependence fi,σ;j,σ′(t) = fi,σ;j,σ′e−iωt,

the expectation value of Ĥf (t) reads

Ef (λi,ρ) =
∑

i,j;σ,σ′

fi,σ;j,σ′e−iωtρj,σ′;i,σ + c.c. , (8.45)

where

fi,σ1;j,σ2 = δi,jf
′
i,σ1;i,σ2

Ci,σ2;i,σ1

ρi,σ2;i,σ1

+ (1 − δi,j)
∑

σ′
1,σ′

2

f ′i,σ′
1;j,σ′

2
qσ1

σ′
1

(

qσ2

σ′
2

)∗
. (8.46)

The renormalisation matrix q̃ and the (correlated) local density matrix C̃ are defined in equa-
tions (5.80) and (5.70), respectively.

The time-dependent field induces small amplitude fluctuations of ρ and λi,

ρY = ρ0
Y + δρY (t) , (8.47a)

λi
Z = λ0

Z + δλi
Z(t) . (8.47b)

In order to set up the RPA equations, we have to expand EGA up to second order with respect
to δρY and δλi

Z ,

EGA(ρ,λi) = E0 + tr(h̃0δρ̃) +
1

2

∑

Y,Y ′

δρYM
ρ,ρ
Y,Y ′δρY ′

+
1

2

∑

Z,Y

(

δλi
ZM

λ,ρ
Z,Y δρY + δρYM

ρ,λ
Y,Zδλ

i
Z

)

+
1

2

∑

Z,Z′

δλi
ZM

λ,λ
Z,Z′δλ

i
Z′ . (8.48)
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Here, we introduced the matrices M̃ρρ, M̃λρ, M̃ρλ, M̃λλ with the elements

Mρρ
Y,Y ′ =

∂2EGA

∂ρY ∂ρY ′
, (8.49a)

Mλρ
Z,Y =

∂2EGA

∂λi
Z∂ρY

, (8.49b)

Mρλ
Y,Z =

∂2EGA

∂ρY ∂λi
Z

, (8.49c)

Mλλ
Z,Z′ =

∂2EGA

∂λi
Z∂λ

i
Z′

, (8.49d)

where the second derivatives on the r.h.s. are evaluated for ρ = ρ0 and λi = λi;0. Note that
there is no linear term ∼ λi

Z in (8.48) because of the minimisation condition (8.41b). For our
further evaluation, it is useful to write equation (8.48) in a more compact form by means of
matrix-vector products,

EGA(ρ,λ) = E0 + tr(h̃0δρ̃) +
1

2
δρT M̃ρρδρ

+(δλi)T M̃λρδρ +
1

2
(δλi)T M̃λλδλ . (8.50)

Here, we used the symmetry M̃λ,ρ =
[
M̃ρ,λ

]T
.

Like in the one-band model, we assume that the local multiplet dynamics, described by
the amplitudes δλi

Z(t), are fast compared to those of the local density matrix. This leads to
the ‘antiadiabaticity assumption’

∂

∂δλi
Z

EGA(ρ,λi) = 0 , (8.51)

which gives us the multiplet amplitude fluctuations

δλi = −
[

M̃λ,λ
]−1

M̃λ,ρδρ (8.52)

as a linear function of the densities δρ. This result, together with equation (8.50), finally leads
to the energy expansion

EGA(ρ) = E0 + tr(h̃0δρ̃) +
1

2
δρT K̃ρρδρ , (8.53a)

K̃ρρ ≡ M̃ρρ − M̃ρλ
[

M̃λλ
]−1

M̃λρ , (8.53b)

solely as a function of the density fluctuations δρ.

8.3.3 Invariance of the Second-Order Expansion

Before we continue our derivation, we need to address the question whether or not the
second-order energy expansion (8.53a)-(8.53b) depends on the particular choices that we have
made with respect to our variational parameters. For example, in our numerical minimisa-
tions for transition metals, we found it convenient to work with the variational parameters

λΓ,Γ/
√

m0
Γm

0
Γ′ instead of λΓ,Γ. Furthermore, in the previous section we had to choose a cer-

tain set of dependent and independent parameters in order to fulfil the constraints (5.48).
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While the variational ground state is obviously not affected by such an arbitrary choice of the
independent variational parameters, the same is not obvious for the matrix Kρρ.

Mathematically, both of the changes that we could make, i.e., defining different variational
parameters, or, introducing another set of independent parameters, are described by a general
transformation

λi = λi(λ̄i,ρ) (8.54)

from some old (λi
Z) to new variational parameters λ̄i

Z . The energy functional

ĒGA(ρ, λ̄i) = EGA(ρ, λ(ρ, λ̄i)) (8.55)

changes accordingly. The second derivatives (8.49a)-(8.49d) with respect to the new and the
old parameters are related to each other. One finds

M̄ρρ = M̃ρρ + Ṽ T M̃λρ + M̃ρλṼ + Ṽ T M̃λλṼ , (8.56a)

M̄ρλ̄ = M̃ρλW̃ + Ṽ T M̃λλW̃ , (8.56b)

M̄ λ̄ρ = W̃ T M̃λρ + W̃ T M̃λλṼ , (8.56c)

M̄ λ̄λ̄ = W̃ T M̃λλW̃ , (8.56d)

where we introduced the matrices V and W with the elements

ṼZ,Y ≡ ∂λ̄Z

∂ρY
, (8.57a)

W̃Z,Z′ ≡ ∂λ̄Z

∂λZ′
. (8.57b)

Note that for the derivation of equations(8.56a)-(8.56d) we explicitly used equation (8.41b).
For the second-order terms in the expansion (8.53a), we now readily find

M̄ρλ̄
[

M̄ λ̄λ̄
]−1

M̃ λ̄ρ = Ṽ T M̃λρ + M̃ρλṼ + Ṽ T M̃λλṼ

+M̃ρλ
[

M̃λλ
]−1

M̃λρ , (8.58)

which, together with equation (8.56a), yields the equivalence

K̄ρρ = K̃ρρ (8.59)

of the second-order expansion.

8.3.4 Gutzwiller RPA Equations

The derivation of RPA-type equations within the time-dependent Gutzwiller theory goes along
the same lines as discussed in section 8.2 for the time-dependent Hartree-Fock theory. The
energy functional (8.53) defines a Hamilton matrix h̃(t) with the elements

hY (t) =
∂EGA

∂ρȲ

EGA(ρ̃) = h0
Y +

∑

Y ′

Kρρ
Ȳ ,Y ′δρY ′(t) = h0

Y + δhY (t) , (8.60)

which we assume to obey the same equation of motion,

iδ ˙̃ρ(t) = [h̃0, δρ̃(t)] + [δh̃(t) + f̃(t), ρ̃0] , (8.61)
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as the density matrix in the time-dependent Hartree-Fock theory, see equation (8.20b). The
diagonalisation of the matrix h̃0 yields a basis |γ〉 with

h0
γ,γ′ = h0

γ = δγ,γ′Eγ (8.62)

and
ρ0

γ,γ′ = ρ0
γ = δγ,γ′Θ(Eγ − EF) . (8.63)

With the projectors ρ̃h ≡ ρ̃0 and ρ̃p ≡ 1− ρ̃0, we can define the particle and hole components
of all matrices, as we did in equations (8.26). The components δρ̃vw(t) of the density-matrix
fluctuations obey equations (8.28), i.e., to leading order we can neglect δρ̃hh(t) and δρ̃pp(t).
Hence, after a Fourier transformation we end up with the same form of RPA equations,

[

(ω − Ẽ)

(
1 0
0 −1

)

− K̃ρρ

](
ρ̃ph(ω)
ρ̃hp(ω)

)

= −
(
f̃ph(ω)

f̃hp(ω)

)

. (8.64)

as in equation (8.29). Here, however, the bare matrix of Coulomb parameters Ũ is replaced by
the matrix K̃ρρ and the energies Eγ in the matrix Ẽ, equation (8.31), are not the eigenvalues
of the Hartree-Fock but of the Gutzwiller Hamiltonian (8.43).

For a comparison with (8.4), we must keep in mind that f̃(ω) in (8.64) is renormalised,
i.e., it is not the bare field as it appears in (8.4), see equation (8.46). On the other hand, on
the l.h.s. of equation (8.4) appears the ‘correlated’ expectation value of the density matrix,
whereas in (8.64) we work with the fluctuations of the uncorrelated density matrix. Therefore,
we define

G̃
−1

(ω) ≡
[

(ω + iδ − Ẽ)

(
−1 0
0 1

)

+ K̃ρρ

]

. (8.65)

which yields the elements of G̃(ω),

GY ′

Y (ω) = cY,Y ′GY ′

Y (ω) , (8.66)

apart from frequency independent factors cY,Y ′ . We can calculate these factors ab-initio if
we assume that correlated and uncorrelated density-matrix fluctuations are related through
the same renormalisation factors as the corresponding ground-state density matrices. Alter-
natively, the factors cY,Y ′ could be determined by a consideration of sum rules. Ideally, both
ways lead to the same results. At the moment, due to the lack of numerical experience for
multi-band systems, we cannot make any substantial statements on how the factors cY,Y ′ ought
to be determined in general. Note, however, that this question is of minor importance since
it only affects the overall spectral weight and not the frequency dependence of the Green’s
function matrix G̃(ω).

A numerical evaluation of our time-dependent Gutzwiller theory for multi-band systems is
under way and will be published elsewhere [207]. Results for single-band models can be found
in references [195–206].

8.4 Spin-Wave Excitations in Itinerant Ferromagnets

For the investigation of spin-wave excitations in itinerant ferromagnets, the Gutzwiller theory
provides an alternative scheme, which resembles the Bijn-Feynman approach [208–210] for the
investigation of density excitations in Bose superfluids.

The theoretical examination of spin-wave excitations requires the analysis of the imaginary
part χT (q, ω) of the Green’ function GT(q, ω), see equations (8.6)-(8.8). The magnetic exci-
tations of a system are represented by poles of GT(q, ω) at frequencies ω > 0. For our further
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analysis, we expand the ‘spin-wave state’

∣
∣Φ0

q

〉
≡ Ŝ−

q |Φ0〉 (8.67)

in terms of exact energy eigenstates

∣
∣Φ0

q

〉
=

∑

n

Wn |Φn〉 , (8.68a)

Ĥ |Φn〉 = En |Φn〉 . (8.68b)

The Lehmann-representation of (8.6),

GT (q, ω) = − i

L

∑

n

[

| 〈Φn | Ŝ−
q | Φ0〉 |2

ω − (En − E0) + iδ
−

| 〈Φn | Ŝ+
q | Φ0〉 |2

ω + (En − E0) + iδ

]

, (8.69)

shows that there are poles in GT (q, ω) for the energies En − E0 > 0 with weights

|Wn|2 =
∣
∣
∣〈Φn|Ŝ−

q |Φ0〉
∣
∣
∣

2
. (8.70)

In a ferromagnetic system without spin-orbit coupling, the state |Φ0
q=0〉 is also a ground

state of Ĥ, since the operator Ŝ−
q=0 just flips a spin in the spin-multiplet of the ground state

|Φ0〉. Therefore, we can conclude that GT (0, ω) has one isolated pole for ω−E0 = 0. Now we
consider finite but small values of q, and assume that the expansion (8.69) is still dominated
by a narrow distribution of low-energy states. This scenario explains the pronounced peak in
χT (q, ω) for small values of ω and |q |, which is seen in experiments and interpreted as a spin-
wave excitation, see, e.g., reference [211]. Then, the spin-wave dispersion Eq can be identified
as the position of this peak, and Eq is approximately determined by the first moment of the
distribution |Wn|2,

Eq =

∑

nEn |Wn|2
∑

n |Wn|2
−
〈
Φ0

∣
∣Ĥ
∣
∣Φ0

〉

〈Φ0 | Φ0〉
(8.71a)

=

〈
Φ0

∣
∣Ŝ+

q ĤŜ
−
q

∣
∣Φ0

〉

〈
Φ0

∣
∣Ŝ+

q Ŝ
−
q

∣
∣Φ0

〉 −
〈
Φ0

∣
∣Ĥ
∣
∣Φ0

〉

〈Φ0 | Φ0〉
. (8.71b)

It is still impossible to derive the spin-wave dispersion Eq from equation (8.71) since we
do not know the ground state |Φ0〉 of our multi-band Hamiltonian (2.15). If we assume,
however, that the variational wave function |ΨG〉 is a good approximation for |Φ0〉, we may
substitute |Φ0〉 in equation (8.71a) by the variational wave function |ΨG〉. In this way, we
define the ‘variational’ spin-wave dispersion

Evar
q =

〈
ΨG

∣
∣Ŝ+

q ĤŜ
−
q

∣
∣ΨG

〉

〈
ΨG

∣
∣Ŝ+

q Ŝ
−
q

∣
∣ΨG

〉 −
〈
ΨG

∣
∣Ĥ
∣
∣ΨG

〉

〈
ΨG | ΨG

〉 . (8.72)

Note that this quantity obeys no strict upper-bound properties. Nevertheless, we expect that
Eexp

q < Evar
q is fulfilled because the expectation value (8.71) includes high-energy states that

do not belong to the spin-wave excitation seen in experiments.
In principle, transversal spin-excitations are given as peaks both in χT (q, ω) and χT (q, E0−

ω) for frequencies ω > E0. The latter contributions are identical to the second term in
equation (8.69) and we could include them by using the proper spin-wave state

∣
∣Ψ̃0

q

〉
≡
(
Ŝ−

q + Ŝ+
q

)∣
∣ΨG

〉
(8.73)
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in our variational approach. However, the contributions from the second operator in (8.73)
vanish for q = 0 and may be neglected for small values of |q |, where spin-wave excitations are
observed in experiments.

The variational spin-wave dispersion (8.71) can be evaluated in the limit of infinite spatial
dimensions by means of the diagrammatic techniques developed in chapter 5. The results of
this tedious but straightforward evaluation can be found in reference [151]. We will present
numerical results for a two-band model in section 9.1.4.

Note that, in general, the Gutzwiller wave function is not an eigenstate of the operator

Ŝ2 =

(
∑

i

Ŝi

)2

(8.74)

for the total spin and its z-component

Ŝz =
∑

i

Ŝi,z . (8.75)

Here, Ŝi = (Ŝi,x, Ŝi,y, Ŝi,z) is the local spin operator defined by the z-component

Ŝi,z ≡ 1

2

∑

b

ĉ†i;(b↑)ĉi;(b↑) − ĉ†i;(b↓)ĉi;(b↓) (8.76)

and the two spin-flip operators

Ŝ
+/−
i =

∑

b

ĉ†i;(b↑/↓)ĉi;(b↓/↑) (8.77)

through

Ŝi,x =
1

2
(Ŝ+

i + Ŝ−
i ) , (8.78a)

Ŝi,y =
1

2i
(Ŝ+

i − Ŝ−
i ) . (8.78b)

With a Gutzwiller wave function that violates the global spin-symmetry, the variational spin-
wave dispersion (8.71) has no Goldstone mode, i.e., it will usually yield the unphysical result
Evar

0 6= 0. This shortcoming is not bound to the variational spin-wave theory, but will also
appear if we calculate the transversal susceptibility within the time-dependent Gutzwiller
theory of section (8.3). Therefore, it is of importance for both approaches, to ensure that the
Gutzwiller wave function is an eigenstate of Ŝ2 and Ŝz. In appendix (E.3), we discuss how
this can be achieved by introducing certain constraints on our variational parameters λΓ,Γ′ .



Chapter 9

Model Studies

In this chapter, we address four different questions that naturally arise in connection with a
two-orbital system. In section 9.1, we investigate the stability of the paramagnetic ground
state with respect to ferromagnetic spin order. Instabilities with respect to orbital order are
discussed in section 9.2. In section 9.3, we consider metal-insulator transitions in degenerate
two-band models. Finally, in section 9.4, we investigate the scenario of an orbital selective
Mott transition and study the effects of a finite local hybridisation between orbitals.

9.1 Ferromagnetism in a Two-Band Hubbard Model

It is well known that ferromagnetic order appears in single-band Hubbard models only under
very special circumstances, e.g., if the density of states has a sharp peak at the Fermi level
and the Coulomb interaction is much larger than the band width. This is seen not only
in the Gutzwiller theory, but also in the Dynamical-Mean-Field-Theory, see, e.g., references
[212, 213].

From these results, we can already conclude that ferromagnetism, as it is observed in
transition metals, is closely related to the orbital degeneracy of the partially filled 3d-shell
in these systems. Therefore, it is quite instructive to study ferromagnetic instabilities in a
system with two orbitals, as a first step from the simple one-band model towards a realistic
description of materials with partially filled 3d-shells.

9.1.1 Model Specification

We consider a Hubbard model with two degenerate eg orbitals per site on a simple cubic
lattice. The local (atomic) Hamiltonian for this system is given in equation (2.23). Using the
notations introduced by Slater and Koster in reference [214], we find

ε0k;u,u = t
(1)
ddσ((1/2) cos kx + (1/2) cos ky + 2 cos kz) + (3/2)t

(1)
ddδ(cos kx + cos ky)

+t
(2)
ddσ cos kx cos ky + [(1/4)t

(2)
ddσ + 3t

(2)
ddπ](cos kx + cos ky) cos kz

+3t
(2)
ddδ(cos kx cos ky + (1/4) cos kx cos kz + (1/4) cos ky cos kz) , (9.1a)

ε0k;v,v = (3/2)t
(1)
ddσ(cos kx + cos ky) + t

(1)
ddδ((1/2) cos kx + (1/2) cos ky + 2 cos kz) (9.1b)

+4t
(2)
ddπ cos kx cos ky + [(3/4)t

(2)
ddσ + t

(2)
ddπ + (9/4)t

(2)
ddδ](cos kx + cos ky) cos kz ,

ε0k;u,v = ε0k,vu = (
√

3/2)[−t(1)ddσ + t
(1)
ddδ](cos kx − cos ky)

+[(
√

3/4)t
(2)
ddσ −

√
3t

(2)
ddπ + (3

√
3/4)t

(2)
ddδ](cos kx − cos ky) cos kz . (9.1c)
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Figure 9.1: Model density of states
at the Fermi energy as a function of
the orbital filling nσ. The dashed
lines indicate the fillings used in sec-
tions 9.1 and 9.3. The total band-
width is W = 6.8 eV.

for the bare (spin independent) band energies (2.17a). Here, we included hopping parameters
to the nearest and second-nearest neighbours, and set the cubic lattice constant equal to unity.

As in references [99, 122, 123] we choose the hopping parameters according to general

experience for transition metal energy bands, t
(1)
ddσ = 1 eV, t

(2)
ddσ = 0.25 eV, and t

(1),(2)
ddσ : t

(1),(2)
ddπ :

t
(1),(2)
ddδ = 1 : (−0.3) : 0.1. This choice avoids pathological features in the energy bands, such

as perfect nesting at half band filling. The single-particle part of the Hamiltonian (9.1) is
easily diagonalised in momentum space and leads to a density of states D0(ε) that is shown
as a function of the band filling in figure 9.1. Later, we will study the half-filled case, n ≡
(n↑ + n↓)/2 = 0.5, in the context of the Brinkman–Rice metal-to-insulator transition, and
the fillings n ≈ 0.29 and n ≈ 0.35 for ferromagnetism. The case n = 0.29 corresponds to a
maximum in the density of states at the Fermi energy. For this band filling, we expect the
strongest tendency to ferromagnetism.

9.1.2 Variational Energy Functional

For a two-band model, it is possible to give a manageable explicit expression of the variational
energy as a function of the variational parameters. The eigenstates of the two-particle spectrum
all belong to different representations of the point symmetry group, see table 2.3.2. Therefore,
one can safely assume that the variational-parameter matrix λΓ,Γ′ = δΓ,Γ′ is diagonal and we
have λΓ = λΓ′ for all states |Γ〉, |Γ′〉 that are degenerate due to the cubic symmetry. Then,
we have to deal with 11 independent variational parameters mΓ = λ2

Γm
0
Γ:

i) two parameters for an empty and a fully occupied site: m∅, f ;

ii) four parameters for singly and triply occupied sites: ms and ts with s =↑, ↓;

iii) five parameters for doubly-occupied sites: d↑,↑t , d↓,↓t , d0
t (for the triplet 3A2), dE (for the

doublet 1E), and dA (for the singlet 1A1).

In this section, we work with an uncorrelated local density matrix

〈
ĉ†i,(b,s)ĉi,(b′,s′)

〉

Ψ0
= δs,s′δb,b′ns , (9.2)

which is diagonal and orbital independent Then, the constraint equations (5.47) can be solved
explicitely, e.g., by considering the occupations

m∅ = 1 − 2n↑ − 2n↓ + d↑↑t + d↓↓t + d0
t + dA + 2dE + 4t↑ + 4t↓ + 3f , (9.3a)

ms = ns −
[

dss
t + ts̄ + 2ts̄ + f +

1

2

(
dA + 2dE + d0

t

)
]

(9.3b)
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as functions of the remaining nine independent parameters.
The expectation value of the two-band Hubbard Hamiltonian is given by

E2b =
∑

s

qs
sεs,0 + (U ′ − J)(d↑↑t + d↓↓t + d0

t ) (9.4)

+2(U ′ + J)dE + (U + J)dA + (2U + 4U ′ − 2J)(t↑ + t↓ + f) ,

where we introduced the orbital-independent elements

qs
s =

1

ns(1 − ns)

[
(√
ts +

√
ms̄

) 1

2

(
√

dA + 2
√

dE +
√

d0
t

)

(9.5)

+
√
ms

(√
m∅ +

√

dss
t

)

+
√
ts̄

(√

ds̄s̄
t +

√

f

)]2

of the diagonal renormalisation matrix and the bare band energies

εs,0 =

∫ EF,s

−∞
dε εD0(ε) . (9.6)

For comparison, we also consider the energy

Edens =
∑

s

q̄s
sεs,0 + (U ′ − J)(d↑↑1 + d↓↓1 ) (9.7)

+2U ′d0 + 2Udc + (2U + 4U ′ − 2J)(t↑ + t↓ + f)

of a two-band model without the terms in the second line of the atomic Hamiltonian (2.23).
Here, the renormalisation factors are given by

q̄s
s =

1

ns(1 − ns)

[
(√
ts +

√
ms̄

) (√

dc +
√

d0

)

(9.8)

+
√
ms

(√
m∅ +

√

dss
1

)

+
√
ts̄

(√

ds̄s̄
1 +

√

f

)]2

.

In this case, there are seven variational parameters d↑↑1 , d↓↓1 , d0, dc, t↑, t↓, and f , which
represent the occupation of the configuration states |I〉. The probabilities for an empty site
m∅ and a singly-occupied site ms are related to the variational parameters by

ms = ns − [dss
1 + ts̄ + 2ts + f + dc + d0] , (9.9a)

m∅ = 1 − 2n↑ − 2n↓ + d↑↑1 + d↓↓1 + 2d0 + 2dc + 4t↑ + 4t↓ + 3f . (9.9b)

In the following, we compare the results from the two Gutzwiller wave functions to those from
the Hartree-Fock theory.

9.1.3 Ground-State Properties

The energies (9.4) and (9.7) have to be minimised with respect to their respective (nine or
seven) independent variational parameters mΓ and the magnetisation

M ≡ (n↑ − n↓)/2 , (9.10)

for example, by means of the algorithm introduced in appendix E. In figure 9.2(left), the
magnetisation M is shown as a function of U for fixed J/U = 0.2 (U ′/U = 0.6).
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Figure 9.2: Left: Magnetisation density per band as a function of U for the Hartree–Fock
solution (HF), the Gutzwiller wave function with pure density correlations (GWdens), and
the Gutzwiller wave function with atomic correlations (GWatom) for (a) ns = 0.29 and (b)
ns = 0.35. The dotted line indicates the results for GWatom with JC = 0. The local exchange
interaction is J = 0.2U in all curves. Right: Phase diagram as a function of U and J for the
Hartree–Fock solution (HF) and the two Gutzwiller wave functions (GWdens, GWatom) for (a)
n = 0.29 and (b) n = 0.35; PM: paramagnet, FM: ferromagnet.

The critical interaction for the ferromagnetic transition, Uatom
F , is about a factor two larger

than its value UHF
F as obtained from the Hartree–Fock–Stoner theory. The corresponding

values Udens
F always lie somewhat below the values for the Gutzwiller wave function with

atomic correlations. In general, the relation MHF(U) > Mdens(U) > Matom(U) holds, i.e., for
all interaction strengths, the tendency to ferromagnetism is the strongest within the Hartree–
Fock theory and weakest for Gutzwiller wave functions with atomic correlations. Furthermore,
the slopes of M(U) are much steeper in the Hartree–Fock results than in the presence of
correlations.

The properties of the ferromagnetic phase strongly depend on the spectrum of the atomic
two-electron configurations. To further analyse this point, we have included the case of JC = 0,
which changes only the excited two-electron states. A shift of the curve M(U) results towards
smaller interaction strengths; for a given magnetisation density, a smaller interaction strength
is required as compared to the correct symmetry case J = JC, see figure 9.2(left). The effect is
more pronounced when we go to the Gutzwiller wave function with pure density correlations.
In this case, all exchange terms in (2.23) are neglected. Then, even the ground state is modified
since the atomic spin triplet with Sz = 0 moves up in energy into the range of the atomic spin
singlets. Again, the magnetisation curve shifts to much smaller interaction strengths. Both
results indicate that itinerant ferromagnetism is strongly influenced by the atomic multiplet
spectra.

In figure 9.2(left/a), we chose the particle density per band to be n = 0.29, right at the
maximum of the density of state curve, compare figure 9.1. For this case, there are finite
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Figure 9.3: Size of the local spin 〈
(
~̂Si

)2〉
as a function of the interaction strength
for J = 0.2U and band filling n =
0.35 for the Hartree–Fock theory (HF) and
the Gutzwiller wave functions (GWdens,
GWatom).
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slopes of the M(U) curves at UF, and a ‘Stoner criterion’ for the onset of ferromagnetism
applies. In figure 9.2(left/b), we chose the particle density per band as n = 0.35. As seen from
figure 9.1, the density of states at the Fermi energy D0(EF,↑) +D0(EF,↓) first increases as a
function of the magnetisation density. Therefore, a discontinuous transition thus occurs from
the paramagnet to the ferromagnet.

In the case of pure density correlations, a second jump in the M(U) curve is observed
that is absent in the other two curves. As discussed in reference [123], this jump is related
to another feature of the density of states. In the Hartree–Fock theory, this feature is too
weak to be of any significance in comparison to the interaction energy. When the full atomic
correlations are taken into account, this first-order jump at a finite magnetisation density
disappears due to the enhanced flexibility of the variational wave function. Nevertheless, in
this range of a strongly varying magnetisation density, we find rapid variations of the various
double occupancies, similar to the behaviour near the Brinkman–Rice transition for n = 0.5
in section 9.3.

Another remarkable difference between the Hartree–Fock and the Gutzwiller method lies
in the approach to ferromagnetic saturation. In the Hartree–Fock theory, the magnetisation
saturates at U values about 20% to 40% above the onset of ferromagnetism at UHF

F . In contrast,
in the variational approach saturation is reached at about twice the onset value, Usat . 2UF.
However, even when the minority spin occupancies are zero and 〈Ŝat

z 〉 is constant, the majority

spin occupancies s↑ and d↑↑t vary with U since the limit of zero empty sites is reached only for
U → ∞.

In figure 9.2(right), we display the J-U phase diagram for both fillings. It shows that the
Hartree–Fock theory always predicts a ferromagnetic instability. In contrast, the correlated
electron approach strongly supports the idea that a substantial on-site Hund’s rule exchange
is required for the occurrence of ferromagnetism at realistic interaction strengths. For the
case n = 0.29, the differences between the phase diagrams for the two correlated electron
wave functions are minor. Due to the large density of states at the Fermi energy, the critical
interaction strengths for the ferromagnetic transition are comparably small, and the densities
for the double occupancies in both correlated wave functions do not differ much. For the
larger band filling n = 0.35, i.e., away from the peak in the density of state, the values for UF

are considerably larger and, in the atomic correlation case, the Gutzwiller wave functions can
generate local spin triplets more easily while keeping the global paramagnetic phase.

The magnitude of the local spin as a function of U is shown in figure 9.3. For U → ∞,
each site is either singly occupied with probability 2 − 4n or doubly occupied (spin S = 1)
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Figure 9.4: Condensation energy as a func-
tion of U for J = 0.2U for the Hartree–Fock
theory (HF) and the Gutzwiller wave func-
tion (GWatom) for n = 0.29 (full lines) and
n = 0.35 (dashed lines).

with probability 4n− 1. Hence,

〈(~Si)
2〉∞ = (3/4)(2 − 4n) + 2(4n− 1) = 5n− 1/2 . (9.11)

For the correlated wave functions, this limit is reached from above since, for U < ∞, charge
fluctuations first increase the number of spin-one sites at the expense of spin-1/2 sites, which
turn into empty sites. A further decrease of U will also activate the singlet double occupancies
and higher multiple occupancies. Thus, the local spin eventually reduces below 〈(~Si)

2〉∞. On
the contrary, the Hartree–Fock theory does not give the proper large-U limit for the local spin.
Instead, the Hartree–Fock limit is given by

〈(~Si)
2〉HF

∞ = n(3 + 2n) . (9.12)

The change of 〈(~Si)
2〉 at UF is only a minor effect within the correlated electron approach. In

particular, this holds true for the case of atomic correlations, where about 90% of the local
spin saturation value is already reached in the paramagnetic state. Again, the Hartree–Fock
results are completely different. There, the local spin sharply increases as a function of the
interaction strength since the absence of correlations fixes

〈(~Si)
2〉HF(U < UHF

F ) = 〈(~Si)
2〉(U = 0). (9.13)

Finally, in figure 9.4, we display the energy differences between the paramagnetic and
ferromagnetic ground states as a function of the interaction strength for J = 0.1U . For the
correlated electron case, this quantity is of the order of the Curie temperature, which is in the
range of 100 K− 1000 K in real materials. On the other hand, the Hartree–Fock theory yields
small condensation energies only in the range of U ≈ 4 eV; for larger U , the condensation
energy is of order U . Including the correlation effects, we have relatively small condensation
energies even for interaction values as large as twice the bandwidth (U ≈ 10 eV).

9.1.4 Spin-wave Excitations

As discussed in the previous section, the stability of a ferromagnetic solution is drastically
overestimated in a Hartree-Fock treatment since only the Stoner parameter I = (U + J)/2
governs the magnetic behaviour in that approach. The paramagnet becomes unstable as soon
as the Stoner-criterion

I D0(EF) > 1 (9.14)

is fulfilled, where D0(EF) is the density of states at the Fermi level. This means that a ferro-
magnetic transition occurs for any value of the local exchange constant J . This is in striking
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Figure 9.5: Variational spin-wave disper-
sion in x direction, Evar((q, 0, 0)), for a
generic two-band model with n = 0.29,
J = 0.2U , and the values U/eV =
7.8, 10, 12, 13.6 correspond to magnetisa-
tions m = 0.12, 0.20, 0.26, 0.28. The
lattice constant is a = 2.5 Å. Inset:
Evar((q, 0, 0)) and Evar((q/

√
2, q/

√
2, 0))

for m = 0.2 and m = 0.28, respectively.
The spin-wave dispersion is almost isotropic
for strong ferromagnets.
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contrast to our Gutzwiller variational approach, where a sizeable Hund’s-rule coupling J is
crucial for the formation of ferromagnetic order. Thus, for small values of J , the Hartree-
Fock theory leads to qualitatively incorrect results. These significant differences complicate
a comparison between the variational spin-wave approach, introduced in section 8.1, and the
random-phase approximation because the latter is based on a Hartree-Fock description of the
ground state. For the same set of parameters J and U , the underlying ground states are
completely different and, therefore, a comparison of the spin-wave properties is not meaning-
ful. It thus appears more reasonable to consider the results of both methods for the same
magnetisation m, and not for the same parameters J and U .

In figure 9.5, the variational spin-wave dispersion in x-direction is shown for four different
magnetisations. Here, we used the same tight-binding parameters as in our analysis of the
ground state in the previous section. The average electron density per orbital and spin direction
in the paramagnet is n = 0.29. We keep the ratio J/U = 0.2 fixed and consider different values
U/eV = 7.8, 10, 12, 13.6, which correspond to a magnetisation per band of m = 0.12, 0.20,
0.26, 0.28. The last value belongs to the almost fully polarised ferromagnet (m ≈ n). As can
be seen from figure 9.5, the spin-wave dispersion drastically depends on the magnetisation.
The data can be fitted very well to

Evar((qx, 0, 0)) = Dq2x(1 + βq2x) + O(q6x) , (9.15)

in qualitative agreement with experiments on iron-group metals. In the case of a strong
ferromagnet, we obtain D = 1.4 eVÅ2 and D = 1.2 eVÅ2 for m = 0.26 and m = 0.28,
respectively. This is the right order of magnitude in nickel, where D = 0.43 eVÅ2 was observed
experimentally [215]. The inset of figure 9.5 shows that the spin-wave dispersion is almost
isotropic, which also agrees with experimental observations. In our variational many-body
approach, the spin-wave stiffness decreases as a function of U . This does not come as a
surprise because the effective coupling between the sites decreases when the electron hopping
between the sites becomes less effective.

In figure 9.6, the results for the spin-wave dispersion in the RPA are shown for three
different values of U . In contrast to our variational approach, the RPA predicts a negative

slope of the dispersion for non-saturated ferromagnetism, M < n. Note that for U = 5.2 eV
the system has just attained the fully polarised state, see figure 9.2(left). However, even
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Figure 9.6: RPA spin-wave disper-
sion in x direction, ERPA((q, 0, 0)),
for a generic two-band model with
n = 0.29 and J = 0.2U . The value
U = 4.0 eV corresponds tom < n in
Hartree-Fock theory whereas U =
5.2 eV and U = 6.2 eV correspond
to the fully polarised Hartree-Fock
ground state. Also shown is the
spin-wave dispersion for U = ∞.
The lattice constant is a = 2.5 Å.

in this case, a well-defined RPA spin-wave excitation does not yet exist. It requires a further
increase of U until the fully polarised collinear Hartree-Fock ground state appears to be stable.
Since the RPA probes the ‘local’ stability of a mean-field state, it is conceivable that another
ferromagnetic Hartree-Fock state with some spiral order has a lower energy than the collinear
state. However, ferromagnetic phases with spiral order are not generic for transition metals.
We argue that this prediction of exotic ferromagnetic spin structures is an artefact of the
Hartree-Fock approach.

In the case of a stable collinear ferromagnetic Hartree-Fock ground state, the RPA spin-
wave stiffness increases as a function of U , again in contrast to our variational approach. For
all generic cases, DRPA(U → ∞) ≥ Dvar(U → ∞) holds in the limit of infinite coupling. In our
case, DRPA(U → ∞) = 1.4 eVÅ2, as compared to Dvar(U → ∞) = 0.4 eVÅ2. The variational
and RPA results differ significantly in the strong-coupling limit, too. Nevertheless, there are
some intermediate coupling strengths where the variational and the RPA spin-wave stiffness
agree. Such accidental agreements may also occur when RPA results are successfully compared
to experimental data as, e.g., in reference [216].

9.2 Orbital Order in a Spinless Two-Band Model

The investigation of orbital degrees of freedom has become an important field in theoretical
solid-state physics over the past two decades. There are a number of materials that are
believed to show phase transitions with orbital order parameters. Among them, the perovskite
manganites, e.g., La1−xSrxMnO3, have attracted particular interest because of the colossal
magnetoresistance behaviour, which is observed in these materials. In theoretical studies on
manganites, one often neglects the almost localised Mn t2g orbitals, and investigates solely
the electronic properties of a system with two eg orbitals per lattice site. In order to study
the ferromagnetic phase of such a model, Takahashi and Shiba [217] further neglected the
spin-degrees of freedom because the Hund’s rule coupling was assumed to align the spins in
the two eg orbitals.

The mean-field study in [217] found a surprisingly large number of stable orbitally ordered
phases for the spinless eg model. However, as we have seen in the previous section, mean-field
approximations overestimate the stability of ordered phases in correlated-electron systems.
Therefore, in this section, we investigate the emergence of orbital order in the two-orbital
Hubbard model without spin-degrees of freedom by means of our Gutzwiller theory.
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Figure 9.7: Density of states of the model
system (9.16)
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9.2.1 Model System and Types of Order Parameters

Without the spin-degrees of freedom, our two-orbital model reduces to

Ĥ2b = Ĥ0 + ĤI , (9.16a)

Ĥ0 ≡
∑

i,j

2∑

b,b′=1

tb,b
′

i,j ĉ
†
i,bĉj,b′ , (9.16b)

ĤU ≡ U
∑

i

n̂i,1n̂i,2 . (9.16c)

The Hamiltonian (9.16) is formally equivalent to the one-band Hubbard model (2.20) if the
indices b, b′ are regarded as spins. However, the tight-binding parameters in (9.16b) would
be unusual for a genuine one-band model since they contain inter-orbital hopping terms. The
Hubbard parameter U in (9.16c) is given as U = U ′−J , where U ′ and J are the Coulomb and
the exchange interaction in the original two-band Hamiltonian (2.23).

In line with reference [217], we restrict our investigation to systems with only nearest-
neighbour hopping and choose tddσ = 1 eV, tddδ = 0 eV. Additional hopping terms would
only destabilise the orbital order we are interested in. For the eg-orbitals |z1〉 ≡ |x2 − y2〉 ,
|z2〉 ≡ |3z2 − r2〉 , the one-particle Hamiltonian in momentum space becomes

Ĥ0 =
∑

k

∑

b,b′

εzk;b,b′ ĉ
†
k;z,bĉk;z,b′ , (9.17)

with

εzk;1,1 =
(
cos (kx) + cos (ky) + 4 cos (kz)

)
/2 ,

εzk;2,2 = 3
(
cos (kx) + cos (ky)

)
/2 , (9.18a)

εzk;1,2 = −
√

3
(
cos (kx) − cos (ky)

)
/2 = εzk;2,1 . (9.18b)

The k-integrated density of states D0(ε) that results from this band structure is shown in
figure 9.7.

For our investigation of orbital order, we need to introduce two more basis representations
of the orbital space,

|x1〉 ≡ 1√
2

(
|z1〉 + |z2〉

)
, (9.19a)

|x2〉 ≡ 1√
2

(
|z1〉 − |z2〉

)
, (9.19b)
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and

|y1〉 ≡ 1√
2

(
|z1〉 + i|z2〉

)
, (9.20a)

|y2〉 ≡ 1√
2

(
|z1〉 − i|z2〉

)
. (9.20b)

The dispersion relations in momentum space for the ‘x’- and the ‘y’-basis become

εxk;1,1 =
(
(2 −

√
3) cos (kx) + (2 +

√
3) cos (ky) + 2 cos (kz)

)
/2 , (9.21a)

εxk;2,2 =
(
(2 +

√
3) cos (kx) + (2 −

√
3) cos (ky) + 2 cos (kz)

)
/2, (9.21b)

εxk;1,2 = cos (kx) + cos (ky) − 2 cos (kz))/2 = εxk;2,1 , (9.21c)

εyk;1,1 = cos (kx) + cos (ky) + cos (kz) = εyk;2,2 , (9.21d)

εyk;1,2 =
(
(1 +

√
3i) cos (kx) + (1 −

√
3i) cos (ky) − 2 cos (kz)

)
/2 , (9.21e)

εyk;2,1 =
(

εyk;1,2

)∗
. (9.21f)

The interaction term (9.16c) has the same form for all three basis representations ξ = x, y, z.

We describe orbital order in our model system (9.16) through the order parameters

τi,ξ ≡
(
〈n̂i,ξ1〉 − 〈n̂i,ξ2〉

)
/2 , (9.22a)

n̂i,ξb
≡ ĉ†i,ξb

ĉi,ξb
, (9.22b)

for each of the three representations ξ. Using the Pauli matrices 1̃, τ̃x, τ̃y, τ̃ z, the order param-
eter can also be written as (compare reference [217])

τi,ξ =
1

2

∑

b,b′

〈
ĉ†i,zb

(τ̃ ξ)b,b′ ĉi,zb′

〉
. (9.23)

Besides the orbital character of the order parameter, we need to specify its lattice-site
dependence. Following reference [217] we consider orders of the form

τi,ξ = τξ,0 exp (iQRi) (9.24)

with commensurate vectors Q that belong to the Γ point (Q = (0, 0, 0)), the R point (Q =
(π, π, π)), the X point (Q = (0, 0, π)), and the M point (Q = (π, π, 0)). The real parameter
τξ,0 in (9.24) is independent of the lattice site vector Ri and assumed to be positive. Note
that, for vectors Q 6= (0, 0, 0), equation (9.24) divides the lattice into an ‘A’-lattice with a
majority ξ1 occupation (τi,ξ > 0), and a ‘B’-lattice with a majority ξ2 occupation (τi,ξ < 0).

9.2.2 Evaluation of the Energy Functionals

For the investigation of the Hamiltonian (9.16), we work with the local correlation operator

P̂i =
∑

I

λi,Im̂i,I (9.25)

where, as usual, m̂I = |I〉〈I| projects onto the four local configuration states |I〉, i.e., the empty
state |∅〉, the doubly-occupied state |d〉 and the two single electron states |ξ1〉, |ξ2〉. Note that
|ξ1〉 and |ξ2〉 depend on the orbital representation ξ whereas the states |∅〉 and |d〉 are invariant
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under the orbital transformations (9.19) and (9.20). For the variational parameters λi;I , we
make an Ansatz that is consistent with the spatial symmetry of the order parameter,

λi;∅ = λ∅ , (9.26a)

λi;d = λd , (9.26b)

λi;ξ1 = λs + δλs exp (iQRi) , (9.26c)

λi;ξ2 = λs − δλs exp (iQRi) , (9.26d)

where the parameters λ∅, λd, λs, δλs are independent of the lattice site vector Ri.
We only consider single-particle wave functions |Ψ0〉 for which the local density matrix C̃0

is diagonal with respect to b, b′,

C0
i;ξb,ξb′

≡
〈
ĉ†i,ξb

ĉi,ξb′

〉

Ψ0
≡ n0

i,ξb
δb,b′ . (9.27)

Finite non-diagonal elements in C̃0 could only appear if we were mixing different order pa-
rameters.

With the expectation values mi;I ≡ λ2
i;I〈m̂i;I〉Ψ0 , the constraints (5.48) can be readily

solved by expressing all local occupancies in terms of the average numbers of doubly-occupied
sites mi;d,

mi;∅ = 1 − n0
i,ξ1 − n0

i,ξ2 +mi;d , (9.28a)

mi;ξb
= n0

i,ξb
−mi;d . (9.28b)

Apart from the still unspecified single-particle wave function |Ψ0〉 and the corresponding local
density matrices C̃0

i , the probabilities mi;d are the only remaining variational parameters. We
skip the explicit declaration of the orbital representation ξ for the rest of this section and
write b instead of ξb in all indices.

With our general results, as derived in chapter 5, the expectation value of the single-particle
Hamiltonian (9.16b) becomes

E0 = 〈Ĥ0〉ΨG
=
∑

i,j

∑

b,b′

√
qi,bqj,b′t

b,b′

i,j

〈
ĉ†i,bĉj,b′

〉

Ψ0
≡ 〈Ĥ ′

0〉Ψ0 (9.29)

with the renormalisation factors

qi,b =
1

n0
i,b(1 − n0

i,b)

(√
mi;∅mi;b +

√
mi;b̄mi;d

)2
, (9.30)

and b̄ is defined via 1̄ ≡ 2 and 2̄ ≡ 1.
The lattice symmetry of the order parameter leads to further simplifications. We introduce

the majority and the minority orbital density

n0
± ≡ n0 ± τ0 (9.31)

such that
n0

i,1 = n0
± , n0

i,2 = n0
∓ . (9.32)

The upper and lower signs in (9.32), and in corresponding equations below, belong to lattice
sites i ∈ A and i ∈ B, respectively. For the other local expectation values, we find

mi;d = md , (9.33a)

mi;1 ≡ m± = n0
± −md , (9.33b)

mi;2 ≡ m∓ = n0
∓ −md , (9.33c)

mi;∅ = 1 − 2n0 +md . (9.33d)
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A similar notation is introduced for the q-factors

qi,1 ≡ q± , qi,2 ≡ q∓ , (9.34)

where

q± ≡ 1

n0
±(1 − n0

±)

(√
m∅m± +

√
m∓md

)2
. (9.35)

The expectation value (9.29) splits into four components

E0 = q+E
++ + q−E−− +

√
q+q−(E+− + E−+) , (9.36)

which belong to the four different hopping channels between majority (‘+’) and minority (‘−’)
states. In momentum space, the one-particle expectation values in (9.36) can be written as

Eωω′
=

1

4

∑

k

∑

b,b′

εzk;b,b′

(

M1
b,b′
〈
ĉ†k;z,bĉk;z,b′

〉

Ψ0
+ ωM2

b,b′
〈
ĉ†k+Q;z,bĉk;z,b′

〉

Ψ0
(9.37)

+ω′M3
b,b′
〈
ĉ†k;z,bĉk+Q;z,b′

〉

Ψ0
+ ωω′M4

b,b′
〈
ĉ†k+Q;z,bĉk+Q,z,b′

〉

Ψ0

)

where ω, ω′ represent the + or − signs, and the coefficients Mγ
b,b′ are given as the elements of

the matrices

M̃1 =

(
1 1
1 1

)

, M̃2 =

(
1 1
−1 −1

)

, (9.38)

M̃3 =

(
1 −1
1 −1

)

, M̃4 =

(
1 −1
−1 1

)

.

For the evaluation of the expectation values in (9.37), we determine the single-particle wave
function |Ψ0〉. As shown in section (5.3), |Ψ0〉 is given as the ground state of the effective
single-particle Hamiltonian

Ĥeff
0 = Ĥ ′

0 − η
∑

i

exp (iQRi)(n̂i,1 − n̂i,2) , (9.39)

where Ĥ ′
0 was introduced in (9.29) and the term proportional to the variational parameter η

allows the order parameter τ0 to be varied.

Here, we only aim to investigate the stability of the orbitally unordered state. Therefore,
we just need to analyse the energy expression (9.36) for small values of the order parameter τ0.
An expansion of the q-factors (9.35) up to second order in τ0,

q± ≈ q̃0 ± q̃1τ0 + q̃2τ
2
0 , (9.40)

yields

√
q+q− ≈ q̃0 +

(

q̃2 −
q̃21
2q̃0

)

τ2
0 . (9.41)

Note that the coefficients q̃γ are still functions of n0 and md. To leading order in τ0, the
effective Hamiltonian (9.39) becomes

Ĥeff
0 = q̃0

∑

k

∑

b,b′

εzk;b,b′ ĉ
†
k;z,bĉk;z,b′ − η

∑

k

(

ĉ†k;z,1ĉk+Q;z,1 − ĉ†k;z,2ĉk+Q;z,2

)

(9.42)
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because we can set qi,b = q̃0 in Ĥ ′
0, equation (9.29). The single-particle Hamiltonian (9.42) is

easily diagonalised numerically. This diagonalisation provides the coefficients in the quadratic
expansion of (9.37) ,

E±± = E0 + E2τ
2
0 , (9.43a)

E±∓ = E′
0 + E′

2τ
2
0 , (9.43b)

and, consequently, of the variational ground-state energy

Evar = q̃0E
tot
0 +

(

q̃0E
tot
2 + q̃2E

tot
0 − E′

0

q̃21
q̃0

)

τ2
0 + Umd . (9.44)

Here, we introduced
Etot

γ ≡ 2(Eγ + E′
γ) (9.45)

for γ = 0 or 2. The minimisation of Evar with respect to md can be carried out for τ0 = 0,

Etot
0

∂q̃0
∂md

∣
∣
∣
∣
md=m̄d

+ U = 0 , (9.46)

which determines the optimum number m̄d of doubly-occupied sites as a function of U and n0.
This allows us to express the variational energy solely in terms of τ0,

Evar = q̃0E
tot
0 + cτ0τ

2
0 . (9.47)

A negative sign of the coefficient

cτ0 = q̃0E
tot
2 + q̃2E

tot
0 − E′

0

q̃21
q̃0

= cτ0(U, n
0) (9.48)

in (9.48) indicates the instability of the unordered state. Note that a positive cτ0 does not
necessarily prove the stability of the unordered state because it does not exclude first-order
transitions.

In Hartree-Fock theory, a quadratic expansion of the ground-state energy leads to

EHF
var = Etot

0 + (Etot
2 − U)τ2

0 , (9.49)

and the critical interaction strength in this approach is therefore given as

UHF
C = Etot

2 . (9.50)

9.2.3 Results

In figures 9.8, we show the critical interaction strength (9.50) in Hartree-Fock theory as a
function of density for the various types of orbital order introduced at the beginning of this
section. Our data agree with those reported in reference [217]. Note that in Hartree-Fock
theory, the critical interaction strength is finite for all densities n0 > 0 and diverges only in
the limit n0 → 0.

The phases in figure 9.8(left) are not stable within our correlated Gutzwiller approach for
all densities and interaction parameters. This holds in particular for the order parameter τy

R,
which has surprisingly small critical values UHF

C around quarter filling 2n0 ≈ 0.5.
For the four surviving phases in figure 9.8(right), we show the ratio UGW

C /UHF
C of the

critical parameters in Gutzwiller and Hartree-Fock theory as a function of density in figure 9.9.
Apparently, there is only a narrow window of densities around half filling 2n0 ≈ 1 where orbital
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Figure 9.8: Critical interaction strength in Hartree-Fock theory. Left: orders τy
R (full line),

τ z
M (dashed), τ

z(x)
Γ (long-dashed), τy

M (dotted), and τx
X (dash-dotted), which are not stable

within the Gutzwiller theory. Right: orders τy
Γ(X) (full line), τ

z(x)
R (dashed), τx

M (dotted), and

τ z
X (dash-dotted).

order occurs in the Gutzwiller theory. This is in sharp contrast to the Hartree-Fock findings in
figure 9.8(right). For three of the phases, the orbital order may disappear again if U exceeds
some second critical value ŨGW

C > UGW
C . This behaviour is also different from the Hartree-Fock

theory in which the orbital order is stable for all U > UHF
C . Mathematically, the appearance

of the second critical parameter ŨGW
C is due to the fact that q̃2 in (9.40) has a minimum

as a function of md. Hence, the coefficient cτ0 may have one or two roots as a function of
U , depending on the other parameters in (9.48). The appearance of the second transition is
therefore a genuine many-particle effect. Only one of the four orders, τx

M , is unstable in the
limit U → ∞ for all densities. For the three other orders, we find critical densities n0

c with a
stable order for all n0 > n0

c in the limit U → ∞. The values of n0
c are displayed by arrows in

figure 9.9.

The failure of Hartree-Fock theory to describe the orbitally ordered phases of the two-band
model is not surprising. It is well known, for example, that Hartree-Fock theory also grossly
overestimates the stability of ferromagnetic ground states in a one-band Hubbard model [218]
or in two-band models, as we have seen in section 9.1.3.

9.3 Metal to Insulator Transitions in a Degenerate Two-Band

Model

As shown by Brinkman and Rice [102], and recapitulated in section 5.4, the Gutzwiller theory
for a one-band model at half filling exhibits a metal to insulator transition at finite values
UC of the interaction parameter U . Obviously, one expects that similar transitions occur at
integer fillings of multi-band models. In the following, we summarise the results for the metal-
insulator transition in the model with two degenerate eg orbitals per site that was introduced
in section (9.1).

For multi-band systems with 2N spin-orbitals per site, the Brinkman–Rice transition occurs
at integer numbers, i.e., for 1 ≤ 2n ≤ 2N of electrons per atom. For densities n = 1/4 or
n = 3/4, the transition in the two-band model is continuous like the Brinkman-Rice transition
in the one-band case, see reference [122]. Therefore, we focus on the case n = 2, where, in
general, the transition is discontinuous in the bandwidth reduction factor q. This means that
a jump occurs at the Brinkman–Rice transition from a finite value qBR in the metallic phase
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Figure 9.9: Critical interaction strength in
Gutzwiller theory for the orders τy

Γ(X) (full

line), τ
z(x)
R (dashed), τx

M (dotted), and τ z
X

(dash-dotted). The arrows indicate the
critical densities 2n0
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to q = 0 in the insulating phase.
In figure 9.10(left), the q values are shown as a function of U for various J/U ratios.

The singular case J = 0 (U = U ′) differs from the generic situation both qualitatively and
quantitatively. For models with 2N spin-orbitals per site and a purely Hubbard-type local
interaction, ĤI = U

∑

σ,σ′ n̂σn̂σ′ , the critical interaction is given as [119]

UC =

√

n(1 − n+ 1/(2N)) +
√

(n+ 1/(2N))(1 − n)

(1 − n)n
|ε0| ,

where ε0 is the uncorrelated ground-state energy per lattice site. Note, however, that the
Brinkman–Rice transition is continuous only at this point, and values of J/U as small as 10−2

produce finite jumps of a significant size. A (realistic) value of U ′ = 0.8U (J = 0.1U) is enough
to reduce the critical interaction strength UBR for the Brinkman–Rice transition by a factor
of two.

The reason for this behaviour is readily understood. All atomic two-electron states are
degenerate in energy only for U ′ = U (J = 0). Thus, all double occupancies have equal weight
near the Brinkman–Rice transition, both in the metallic and insulating phase. Any finite J
value will remove the degeneracies and re-establish the generic case.

As seen from figure 9.10(left), the critical interaction strength UBR and the size of the
q-factor strongly depend on the size of the Hund’s-rule coupling J/U . In figure 9.10(right), we
display the behaviour of qBR as a function of U ′/U at the corresponding critical interaction
strengths UBR. For the Gutzwiller wave function with atomic correlations (GWatom), a maxi-
mum of qmax

BR ≈ 0.4 for U ′ < U occurs near U ′/U = 0.9 (J/U = 0.05). A shallow minimum of
qmin
BR ≈ 0.1 is seen near U ′/U ≈ 0.14 (J/U = 0.43). On the contrary, the same curve for the

Gutzwiller wave function with pure density correlations (GWdens) increases monotonically as
a function of J/U towards qdens

BR ≈ 0.6 at U ′/U = 0.
In the range 0 ≤ U ′/U < 1, we always find qdens

BR > qBR. Moreover, we have UBR > Udens
BR ,

see figure 9.10(left). As expected, the metallic state is stabilised by the introduction of the
full atomic correlations. Nevertheless, the two values for the Brinkman–Rice transition are
fairly close to each other, UBR & Udens

BR . Therefore, it is interesting to plot the value of the
q factor for the case of atomic correlations at U = Udens

BR . It is very similar to the qBR curve
for pure density correlations (see figure 9.10(right)). This shows that the q factor sharply –yet
continuously– drops as a function of U in the region Udens

BR ≤ U < UBR before it jumps from
qBR to zero at the Brinkman–Rice transition.

In figure 9.11, we display the paramagnetic (U,U ′) phase diagram at half band filling. It
is seen that the additional atomic correlations (GWatom) further stabilise the metallic phase
for all U > U ′ (J > 0), as compared to the result of the density correlations. The figure
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Figure 9.10: Left: Bandwidth renormalisation factor q at half band filling as a function of U
for various values of J (J = (U − U ′)/2). Right: Bandwidth renormalisation factor at the
Brinkman–Rice transition U = UBR as a function of U ′/U for the Gutzwiller wave function
with atomic correlations (full line) and pure density correlations (dotted line). Also shown is
the value of the q factor for GWatom at U = Udens

BR (dashed line).

also shows the gain in the variational energy when we use the Gutzwiller wave functions with
full atomic correlations instead of pure density correlations. The gain is shown for fixed value
U = Udens

BR as a function of U ′/U . It is quite considerable, of the order of 0.1 eV, for realistic
values of J/U ≈ 0.1.

In the unphysical regime J < 0 (U ′ > U), the metal is less stable in the presence of
full atomic correlations. Note that in this parameter range the insulating ground state is
different for the two variational wave functions: a unique atomic 1A1 state with energy U−|J |
versus two degenerate |↑↓, 0〉 and |0, ↑↓〉 states of energy U for pure density correlations. As
a consequence, the violation of the atomic symmetry in this limit leads to a qualitatively
different result for pure density correlations.

Apparently, the exchange interactions in multi-band systems have a profound influence
on the qualitative nature of Mott metal-insulator transitions. In the Gutzwiller theory, these
transitions are, in general, of first order in the hopping renormalisation factor q. Whether or
not these findings are an artefact of our approach or generic for multi-band systems is still not
clear; so far, the results of the Dynamical-Mean-Field-Theory are inconclusive. In reference
[219], our results were qualitatively reproduced within a ‘linearised DMFT calculation’. In
contrast, a study based on the ‘numerical renormalisation group’ found discontinuities only
for models with density-density type exchange interactions, see reference [220].

9.4 Orbital Selective Mott Transitions and Local Hybridisation

Metal-insulator transitions in Hubbard models with different densities of states have attracted
a lot of interest in recent years [221–228]. A dispute arose over the question whether or not
the transition occurs at different interaction strengths for the wide and the narrow band.
A transition with different critical interaction parameters is usually denoted as an ‘orbital
selective Mott transition’ (OSMT). Apparently, a consensus has now been reached that such
an OSMT can occur in Hubbard models with different bandwidths, subject to the bandwidth
ratio α of the narrow and the wide band and the value of the local exchange interaction J .
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Figure 9.11: Phase diagram and critical
interaction strength for the Brinkman–
Rice transition in Gutzwiller wave functions
with atomic (GWatom) and pure density
(GWdens) correlations as a function of U ′/U
(left Y-axis). The dashed curve shows the
energy gain for atomic correlations against
pure density correlations at U = Udens

BR

(right Y-axis).
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In most of the previous calculations on OSMTs, the Dynamical-Mean-Field-Theory was
employed. The OSMT in a two-band Hubbard model was first investigated by means of the
Gutzwiller theory in reference [228]. In that work, the authors found an OSMT both for
vanishing (J = 0) as well as for finite (J 6= 0) local exchange interaction. For J = 0, the
critical band-width ratio was found to be αc = 0.2. The Gutzwiller results in [228] were in
good agreement with data from DMFT and a slave-spin approach proposed in reference [226].

In this section, we analyse the OSMT in a two-band model in more detail. In particular, we
permit a finite expectation value ∆0 = 〈ĉ†i,1ĉi,2〉 for the local hybridisation, which can change
the nature of the OSMT. Such a hybridisation could be finite spontaneously, solely due to
the Coulomb interaction, or due to a finite hybridisation term in the Hamiltonian. We will
investigate both possibilities.

9.4.1 Model Hamiltonian and Gutzwiller Wave Function

We investigate our generic two-band Hubbard model with the local Hamiltonian (2.23) and
the single-particle Hamiltonian

Ĥ0 =
∑

i,j;b,s

tbi,j ĉ
†
i,(b,s)ĉj,(b,s) , (9.51)

where we assume that the hopping amplitudes

tbi,j = αbti,j (9.52)

depend on the orbital index b only via overall bandwidth factors αb. This leads to an orbital-
dependent renormalisation

Db(ε) =
1

αb
D0

(
ε

αb

)

(9.53)

of the bare density of states

D0(ε) =
1

L

∑

k

δ(ε− εk) , (9.54)

where εk is the Fourier transform of ti,j . In this section, only symmetric densities of states
will be considered D(−ε) = D(ε). As in section 9.2, we will also consider the corresponding
spinless model, which has been introduced in equations (9.16).
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We work with a real variational-parameter matrix λΓ,Γ′ and, since there is no spin order,
we assume that only states with the same quantum number Sz lead to finite non-diagonal
elements. Due to these symmetries, the local correlation operator contains up to five variational
parameters for the spinless model and up to 26 for the full two-band model.

Throughout this section we will investigate the half-filled case of our model systems and
allow for a finite local hybridisation

∆0 =
〈
ĉ†i,(1,s)ĉi,(2,s

〉

Ψ0
. (9.55)

With respect to the operators ĉ† and ĉ, the local density matrix is therefore non-diagonal. As
shown in our derivation of expectation values in section 5.2, it is more convenient to work with
creation and annihilation operators

ĥ
(†)
i,(1,s) =

1√
2

(

ĉ
(†)
i,(1,s) + ĉ

(†)
i,(2,s)

)

, (9.56a)

ĥ
(†)
i,(2,s) =

1√
2

(

ĉ
(†)
i,(1,s) − ĉ

(†)
i,(2,s)

)

(9.56b)

that have a diagonal local density matrix,

n
(h)
b =

〈
ĥ†i,(b,s)ĥi,(b′,s)

〉

Ψ0
= δb,b′

(1

2
± ∆0

)

. (9.57)

With respect to these operators, the single-particle Hamiltonian Ĥ0 reads

Ĥ0 =
∑

i,j;b,b′;s

t̃b,b
′

i,j ĥ
†
i,(b,s)ĥj,(b′,s) , (9.58)

where

t̃b,b
′

i,j =
ti,j
2

(
δb,b′ + ∆α(1 − δb,b′)

)
. (9.59)

Both atomic Hamiltonians (2.23) and (9.16c) keep their form under a transformation from the
ĉ-basis to the ĥ-basis.

9.4.2 Orbital-Selective Mott Transition in an asymmetric Two-Band Hub-

bard Model

First, we consider the metal-insulator transition in the asymmetric two-band Hubbard model
without local hybridisation. For our numerical calculations, we use a semi-elliptic density of
states

Ds
0(ε) ≡

2

π

√

1 − ε2 , (9.60)

where we have defined the energy unit as D = 1, half of the bare bandwidth. For our analytical
considerations, we do not need to specify the bare density of states (9.60). It turns out that
D(ε) enters the results only through the integral

ε0 =

∫ 0

−∞
dεD(ε)ε

(

= − 2

3π
for D(ε) = Ds

0(ε)

)

, (9.61)

and through its value D(0) at the Fermi level. When we set α1 = 1 and introduce the
bandwidth ratio α ≡ α1/α2 ≤ 1, the expectation value for the one-particle Hamiltonian (9.51)
is given by

〈Ĥ0〉ΨG
= (q21 + q22α)ε0 . (9.62)



9.4. ORBITAL SELECTIVE MOTT TRANSITIONS AND LOCAL HYBRIDISATION 127

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  0.5  1  1.5  2  2.5  3  3.5  4

q 1
, q

2

U/D

q1 α=0.2
q2 α=0.2
q1 α=0.1
q2 α=0.1

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  0.5  1  1.5  2  2.5  3

q 1
, q

2

U/D

q1 α=0.2
q2 α=0.2
q1 α=0.1
q2 α=0.1

Figure 9.12: Renormlisation factors qb for ∆ = 0, and bandwidth ratios α = 0.2, α = 0.1; Left:
J = 0 ; Right: J = 0.1.

Without hybridisation, the variational ground-state energy has to be minimised only with
respect to the variational parameters λΓ,Γ′ . In figure 9.12(left), we show the resulting renor-
malisation factors qb as a function of U for J = 0 and two different bandwidth ratios α. As
already observed in reference [228], it depends on the value of α whether or not there is an
orbital selective Mott transition. For J = 0, the critical ratio is αc = 0.2, i.e., the renormali-
sation factors q1, q2 vanish at two different critical values Uc2 < Uc1 if α < αc. By switching
on J , the critical ratio αc becomes larger and the Mott transitions take place at smaller val-
ues of U ; see figure 9.12(right). These findings are in good agreement with the results of
Dynamical-Mean-Field-Theory; for a comparison, see reference [228].

For J = 0, we can gain more insight into the nature of the different Mott transitions in our
model by some analytical calculations. First, we consider the case α > αc. If we approach the
Mott transition from below, we can neglect the variational parameters for empty and fourfold
occupied sites. Due to the high symmetry of the model for J = 0, the ground-state energy is
then a function of only three variational parameters, d, φ, and, θ,

E = 2ε0d (1 − 2d) f (φ, θ) + (1 + d)U , (9.63)

where

f (φ, θ) = 4α1

(

sin (φ) sin (θ) +
√

2 cos (φ) cos (θ)
)2

+4α2

(

cos (φ) sin (θ) +
√

2 sin (φ) cos (θ)
)2
. (9.64)

Here, tan (φ)2 gives the ratio of the probabilities to find a singly-occupied site with an electron
in the wide and in the narrow orbital. The ratio of the probabilities for doubly-occupied
sites with two electrons in the same and in different orbitals is parametrised by tan (θ)2.
The variational parameter d gives the total probability for single occupation. At the Mott
transition, where d→ 0, the two angles φ, θ can be calculated analytically

θ0 ≡ θ(d→ 0) =
1

2
arccos

(−17 + 2α− 17α2

3 (1 − 34α+ α2)

)

, (9.65a)

φ0 ≡ φ(d→ 0) =
1

2
arctan (

(1 + α)2
√

2 sin 2θ0
(1 − α)(1 + cos 2θ0)

) . (9.65b)
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Figure 9.13: Left: tan (φ0)
2 (full line) and tan (θ0)

2 (dashed) at the Mott transition as a
function of bandwidth ratio α; Right: Ratio of renormalisation factors q2/q1 at the Mott
transition as a function of α.

Both values, tan (φ0)
2, and tan (θ0)

2 are shown as functions of α in figure 9.13(left).

As expected, the weight of local states with no electron in the narrow band vanishes for
α → αc. The renormalisation factors qb both vanish proportional to a square-root, qb ∼√
Uc − U , when U approaches Uc from below. The ratio q2/q1 is finite for U → Uc and goes to

zero proportional to
√
α− αc, see figure 9.13 (right). Finally, the critical interaction strength

Uc2 = Uc1 is given by

Uc1 = 2|ε0|f(φ0, θ0) (α > αc) . (9.66)

Next, we consider the case α < αc. For interaction parameters Uc2 < U < Uc1, the
electrons in the narrow band are localised and the wide band can be treated as an effective
one-band model. This leads us to the critical interaction parameter

Uc1 = 2|ε0|f(0, 0) = 16|ε0| (α < αc) (9.67)

for the Brinkman-Rice transition of the wide band. Starting from the Brinkman-Rice solution
for U < Uc1, we can expand the variational energy to leading (i.e., second) order with respect
to the three parameters {vi} = {φ, θ,m∅},

E = E0 +
3∑

i,j=1

viẼi,jvj . (9.68)

The localisation of the narrow band becomes unstable when the matrix Ẽ has negative eigen-
values for physical parameters vi > 0. This evaluation yields the following expression for the
narrow-band critical interaction strength

Uc2 = 16|ε0|
α

1 − 4α
(α < αc). (9.69)

The resulting phase diagram for all 0 ≤ α ≤ 1 is shown in figure 9.14.

9.4.3 Spinless Two-Band Model with Spontaneous Hybridisation

As the simplest example for a model with different densities of states, we investigate the spinless
two-band model. In the half-filled case and without spontaneous hybridisation (∆0 = 0), the
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Figure 9.14: Critical interaction parameters
Uc1 (full line) and Uc2 (dashed) as a function
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constraints (5.47) can be solved analytically for this model, see section 5.4.1. The variational
energy is then solely a function of λd,

Evar = 4λ2
d

(

1 − λ2
d

2

)

ε0 +
U

4
λ2

d . (9.70)

The energy (9.70) can be minimised analytically. As a result, we find again the Brinkman-Rice
solution

qBR = 1 −
(
U

Uc

)2

, (9.71a)

dBR =
1

4

(

1 − U

Uc

)

(9.71b)

for the renormalisation factor q = δb,b′qb,b′ and the expectation value of the double occupancy
d = λ2

d/4. The Brinkman-Rice metal-insulator transition occurs at the critical value U = Uc ≡
16|ε0|, see section 5.4.1.

We now investigate the stability of the solution against a spontaneous hybridisation of the
two bands. For the renormalisation factors αb, we set α1 + α2 = 2, i.e., the difference of the
bandwidths is parametrised by ∆α ≡ α1−α2. Starting from the analytic solution for vanishing
hybridisation, we can calculate the variational ground-state energy to leading order in ∆0,

E∆0 = EBR + C(U,∆α)∆2
0 . (9.72)

A spontaneous hybridisation will appear if the coefficient C in (9.72) is negative. The analytical
evaluation leads to the Stoner-type instability criterion

f(∆α)

UcD(0)
<
U/Uc (2 + U/Uc)

2 (1 + U/Uc)
2 ≡ g (U/Uc) , (9.73)

where

f(∆α) ≡ ∆α

2arcsinh
(

∆α/
√

4 − ∆α2
) . (9.74)

In figure 9.15, the function f(∆α) and the right hand side of equation (9.73) are shown as
a function of ∆α and U , respectively. As can be seen from this figure, the function f(∆α)
and therefore the left hand side of (9.73) approach zero for ∆α → 2. On the other hand, the
right hand side of (9.73) is positive for all U > 0. This means that for arbitrary values of U
there exists a critical bandwidth difference ∆αc with ∆0 > 0 for α > αc. Figure 9.16 (left)



130 CHAPTER 9. MODEL STUDIES

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.5  1  1.5  2  2.5

f(
∆α

)

∆α
0 1 2 3 4 5

U/U
c

0

0.1

0.2

0.3

0.4

0.5

g(
U

/U
c)

Figure 9.15: Left: f (∆α), equation (9.74); Right: g(U/Uc), equation (9.73)

shows the phase diagram for ground states with and without finite hybridisation for different
values of the density of states D(0) at the Fermi level. Whether or not there is a transition
in the large U limit for all values of ∆α depends on the value of D(0). This is illustrated in
figure 9.16 (right), where the critical difference ∆αc for the transition is shown as a function of
D(0) in the limit U → ∞. Note that a spontaneous hybridisation has already been observed in
a Falicov-Kimball model within a mean-field approximation [229]. This is in agreement with
our results in the limit ∆α→ 2.

Our analytical results on the spinless two-band Hubbard model show that a difference in the
bandwidth increases the tendency of the system to exhibit spontaneous hybridisation between
the narrow band and the wide band. Mathematically, the reason for this is quite simple. Both
the expectation value of the one-particle energy 〈Ĥ0〉 and the Coulomb interaction 〈Ĥloc〉 are
changing quadratically in ∆0. However, in the limit ∆α → 0 the energy gain from 〈Ĥloc〉
always exceeds the decrease in energy from 〈Ĥ0〉. At first glance, one might think that the
same behaviour should be observed in the OSMT phase of the two-band model with the only
difference that it is not the bare, but the effective width of the narrow band that vanishes. As
we will discuss in the next section, however, this hypothesis turns out to be incorrect.
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Figure 9.16: Left: phase diagram of the spinless two-band Hubbard model for different densities
of states at the Fermi level D(0) = 0.25, 0.2, 0.15, 0.13, 0.125, 0.1 (from the bottom to the top
of the figure) Right: critical difference ∆αc in the limit U → ∞ as a function of D(0).
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Figure 9.17: Renormalisation factors q1, q2
and hybridisation 2∆0 for J = 0 and α =
0.15.
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9.4.4 Spontaneous Hybridisation in the Two-Band Model

We present numerical results for the two-band model with a finite local hybridisation (9.55).
As shown in the previous section, a vanishing width of the narrow band can be the driving
force for a spontaneous local hybridisation of the wide band and the narrow band. In our two-
band model, however, the vanishing of the effective bandwidth for q2 → 0 does not have the
same effect. This can be seen in figure 9.17, where we show the results for the renormalisation
factors q1, q2 and the hybridisation ∆0. Unlike in the spinless model, there is not necessarily
a finite hybridisation when the effective narrow bandwidth goes to zero for U → Uc2. The
reason for this differing behaviour is an additional contribution to the one-particle energy of
the full two-band model. To leading order in ∆0, there is a third term from the expansion of
the narrow-band renormalisation factor

q2 ≈ q2(∆0 = 0) + c∆2
0 . (9.75)

The coefficient c is negative and, multiplied with the negative bare one-particle energy of the
narrow band, it leads to an increase of the total energy. This contribution to the energy
overcompensates the negative term from the Coulomb interaction.

A finite hybridisation ∆0 sets in at larger values of U when the system is already in the
OSMT phase, see figure 9.17. Numerically, it seems as if ∆0 approaches its maximum value
∆max

0 = 1/2 only in the limit U → ∞.

In all systems with finite values of J that we investigated, we did not find a solution with a
spontaneous hybridisation. It is not excluded, though, that, for values of J smaller than some
critical parameter Jc there is a solution with a finite hybridisation. However, it is difficult to
determine this small parameter Jc numerically.

9.4.5 Orbital-Selective Mott Transition in a Two-Band Model with Finite

Hybridisation

The assumption that there is no hybridisation between the two degenerate bands in the Hamil-
tonian of our model is quite artificial. In this section, we will therefore investigate how the
OSMT is affected if we add a hybridisation term of the form

Ĥhyb = −η̃
∑

i,s

ĉ†i,(1,)ĉi,(2,s) + h.c. (9.76)

to our Hamiltonian (2.23).
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For J = 0, we find that the OSMT phase is destroyed for any finite value of η̃. This is
illustrated in figure 9.18 (left) where we show the expectation value ∆0 as a function of U for
several values of η̃.

For finite J , the behaviour of our model is more ambiguous. As we have seen before, a
finite J stabilises the OSMT phase whereas a finite η̃ tends to destroy it. Therefore, it depends
on the ratio of both quantities whether or not an OSMT is found. Figure 9.18 (right) shows
the renormalisation factors qb for different values of J and η̃. For J = 0.025U and η̃ = 0.05D,
the OSMT is completely suppressed. This is still the case for the smaller value η̃ = 0.025D,
although the narrow band factor q2 is already quite small in the region of U parameters where
it would be zero for η̃ = 0. Finally, for larger values J = 0.05U an OSMT phase is restored for
interaction parameters U > Uc2 where Uc2 is larger then the corresponding value for η̃ = 0.

In summary, our numerical calculations show that appearance and disappearance of an
OSMT results from a subtle interplay of the local exchange interaction J and the local hy-
bridisation η̃.



Chapter 10

Materials

In this final chapter, we report on two materials, which we have investigated with our Gutzwiller
variational theory. Results for the quasi-particle bands and the magnetic properties of fcc nickel
are presented in section 10.1. In section 10.2, we investigate the electronic properties and, in
particular, the Fermi-surface topology of NaxCoO2.

10.1 Magnetic and Electronic Properties of Nickel

In this section, we address ferromagnetic nickel as the prototype of band ferromagnetic mate-
rials. On the experimental side, one of the reasons why nickel has been in the focus of interest,
much more than iron or cobalt, is the relative ease to grow large single crystals. Consequently,
a lot of experimental investigations have been carried out on nickel in order to determine its
magnetic properties and electronic structure. For a review, we refer to references [230–233].

10.1.1 The Nickel Problem

On the theoretical side, of all the iron group magnetic metals, nickel is the most celebrated
case of discrepancies between Spin Density-Functional Theory (SDFT) predictions and ex-
perimental results. Early on, de-Haas–van-Alphen data indicated the presence of only one
hole ellipsoid in the Fermi surface of the minority spin bands, located around the X-point of
the Brillouin zone [234]. In contrast, energy band calculations using SDFT predict two hole
ellipsoids around the X-point, the X5-state of pure d(t2g) orbital character, and the X2-state
of pure d(eg) orbital character. Concomitantly, neutron scattering experiments [235] revealed
that the orbital character of the nickel magnetic moment exhibits less eg admixture than
predicted by energy-band calculations.

Measurements by angle-resolved photoemission-spectroscopy (ARPES) confirmed the de-
Haas-van-Alphen results: the minority X2-state of pure d(eg) orbital character was found to
lie slightly below the Fermi level. Furthermore, the photoemission data differ considerably
from SDFT over the whole range of occupied 3d bands. Most importantly, the width of the
occupied part of the 3d bands is approximately W = 3.3 eV [236, 237], whereas SDFT gives
WSDFT = 4.5 eV, or larger [238]. ARPES studies also reveal big discrepancies between SDFT
and experiment in the exchange splittings of majority and minority spin bands near the Fermi
energy. The SDFT results give a rather isotropic exchange splitting of about 650 meV to
750 meV, whereas photoemission data show small and highly anisotropic exchange splittings
between 160 meV for pure 3d(eg)-states such as X2 and 330 meV for pure 3d(t2g)-states such
as S3 near the X-point.
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Another discrepancy concerns the position of the L2′-state. Experimentally, it is found
approximately 1.0 eV below the Fermi energy EF whereas the SDFT puts it to about 0.3 eV
below EF. This state is special as it represents the most binding, pure 4p-state. An incorrect
4p-level implies that DFT slightly underestimates the partial density of the 4p electrons and,
thus, the 3d-hole density. This appears to be a general problem of the underlying DFT
calculation. The same problem appears for 4d transition metals of bcc structure: the position
of the purely 5p-state N2′ also appears shifted by about 0.7 eV to lower energies as compared
to the DFT results, see reference [239] .

Lastly, the size and the direction of the magnetic moment pose a big problem to SDFT.
Early experiments using ferromagnetic electron resonance and the Einstein–de-Haas effect
have produced the values g = 2.183 and g′ = 1.835, which result in an orbital moment of
µorb = 0.0507µB per atom for nickel [230]. In general, the values of the orbital part of the
magnetic moments in band ferromagnets are not very well reproduced in SDFT. Iron and
cobalt show large deviations [240], even in relativistic SDFT calculations [241]. Moreover, the
magneto-crystalline anisotropy energies are not correct, i.e., they come with the wrong sign
in SDFT. As shown by Aubert and Gersdorf [242, 243], the value of the dominant anisotropy
constant is K1 = −8.8µeV, i.e., the (111) direction is the easy axis in nickel. For a (001)
magnetic moment, the energy is higher with an energy difference Eaniso ≡ E111−E001 ≈ −3µeV
per atom. In contrast, it is Eaniso > 0 in SDFT calculations, e.g., by Daalderop [241] so
that K1 > 0. The SDFT results for cobalt and iron are equally disappointing. At low
temperatures, the complex behaviour of the magnetic anisotropy as a function of temperature
and the magnetic field was interpreted by Gersdorf [242] to be caused by a shift of the electronic
state (001) X2↓ to about 3 meV above the Fermi energy. The famous second hole ellipsoid
around the X2↓ indeed exists [242] as long as the magnetic moment has an angle of less than
18 degrees with the (001) direction. However, the states (100) X2↓ and (010) X2↓ remain
below EF, about 33 meV [242].

All these discrepancies could not be overcome by SDFT modifications such as the GGA
variants [244, 245]. Apparently, a substantial improvement of SDFT results for nickel along
these lines is presently not within reach. Recent correlated electron theories remove the SDFT
shortcomings only partially. For example, with LDA+U -type calculations it seems to be
possible to adjust to experiment the orbital moment, the magnetic anisotropy, and the Fermi-
surface topology [246, 247]; however, other quantities, especially the entire quasi-particle band
structure, remain elusive within these theories.

10.1.2 Model and Wave-Function Specifications

In order to apply the Gutzwiller theory, the parameters of a proper multi-band Hubbard Hamil-
tonian need to be specified; these are the hopping amplitudes, the local potential terms, the
local spin-orbit coupling, and the local Coulomb interaction parameters, see also appendix G.1.
In addition, we have to specify the class of Gutzwiller wave functions that we use for our in-
vestigation.

Electron-Transfer Amplitudes and Local Potential Terms

For nickel, we consider a minimal model that includes only those bands that are partly filled
within a paramagnetic LDA calculation. Therefore, our multi-band Hubbard Hamiltonian
ĤH comprises of 18 spin orbitals, namely 3d, 4s, and 4p. The non-magnetic local-density
approximation to DFT provides the LDA band structure ELDA

k,γ . We represent the bare energy-

band matrix elements ε0k;σ,σ′ in the kinetic energy operator Ĥ0 in terms of real electron-

transfer integrals tσ,σ′
(r) in the two-centre approximation [214], which range up to third nearest
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Nr ssσ spσ sdσ ppσ ppπ

1 −1.0292 1.2047 −0.5933 1.2144 −0.5284
2 −0.1039 0.2234 −0.1089 0.5989 −0.2205
3 −0.0050 −0.0223 −0.0223 0.0137 0.0076

pdσ pdπ ddσ ddπ ddδ

1 −0.6960 0.2300 −0.4780 0.3150 −0.0481
2 −0.2092 0.0524 −0.0848 0.0336 −0.0007
3 −0.0439 −0.0023 −0.0245 −0.0011 0.0024

Table 10.1: Electron-transfer parameters tσ,σ′
(r) to Nr-th neighbours (all energies in eV).

neighbours, Nr ≤ 3. These parameters and the local potential terms εσ are chosen in such
a way that our tight-binding fit reproduces the LDA band structure. In this fit, we include
information on the symmetry of the single-particle states, see e.g., reference [248]. For the
optimal choice, the k-averaged root-mean-square deviation between our tight-binding fit and
the LDA band structure up to 2 eV above the Fermi energy is 15 meV for the 3d bands and for
the 4sp bands. Our values of the electron-transfer parameters are summarised in Table 10.1.

For the on-site parameters, we find for both spin species

ε4s,4s ≡ εs = 5.6022 eV ,

εLDA
4p,4p ≡ εLDA

p = 8.5335 eV ,

ε4p,4p ≡ εshift
p = 7.7835 eV ,

ε3d(t2g),3d(t2g) ≡ εt2g = −0.0290 eV ,

ε3d(eg),3d(eg) ≡ εeg = 0.0436 eV ,

(10.1)

where εLDA
p is the result from the fit to LDA and εshift

p is used in practical calculations for
a better agreement between our Gutzwiller theory and ARPES experiments for nickel, see
below. For the total crystal-field splitting, we find εcf = εt2g − εeg = −0.0726 eV.

The energetically highest-lying state of pure d character is X5 (purely t2g), 0.18 eV above
the Fermi energy. The state X2 (purely eg) lies 0.025 eV above EF. The width of the 3d bands
can be estimated from E(X5)−E(X1) = 4.45 eV (X1 is predominantly of d(eg) character), or
from E(X5) − E(L1) = 4.63 eV (L1 is predominantly d(t2g)).

Next, we address the L2′-state. Experiment locates this state at about 1.0 eV below EF.
The SDFT calculations for ferromagnetic nickel as well as our Gutzwiller theory find the L2′-
state about 0.3 eV below the Fermi energy when we use the LDA 4p orbital energy εLDA

p =

8.5335 eV. Therefore, we shift the 4p orbital energy by 0.75 eV to εshift
p = 7.7835 eV, and find

the L2′-state 0.97 eV below EF. In the following, we present results that use εshift
p = 7.7835 eV.

This choice enhances the 4p partial density by approximately 0.1 electron and, correspondingly,
enhances the 3d hole charge by the same amount so that we work with nd = 8.78. The
remaining 1.22 valence electrons are about evenly split between the 4s level and the three 4p
levels.

Local Hamiltonian

As described above, the paramagnetic LDA calculation provides a first single-particle contri-
bution to the local Hamiltonian,

Ĥonsite
loc =

∑

i,σ

εσ ĉ
†
i,σ ĉi,σ (10.2)
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with |σ〉 = |4s, 4p, 3d〉 ⊗ | ↑, ↓〉. In addition to these single-particle contributions, we include
the spin-orbit interaction for the 3d electrons only, |σ〉 = |3d〉 ⊗ | ↑, ↓〉. Hereby, we restrict
ourselves to the dominant, purely atomic contributions of the form

Ĥso
loc =

∑

i,σ,σ′

ζ

2
〈σ|l̂xσ̃x + l̂yσ̃y + l̂zσ̃z|σ′〉ĉ†i,σ ĉi,σ′ . (10.3)

Here, ζ is the strength of the spin-orbit coupling, σ̃x,y,z are the three Pauli matrices, and

l̂x,y,z are the Cartesian components of the vector operator for the angular momentum. For the
spin-orbit coupling constant, we choose ζ = 0.080 eV as in references [249, 250].

The second part of the local interaction is the two-particle Coulomb interaction ĤI in (2.15).
The intra-atomic interactions in the 4s and 4p shell are rather weak when compared to the
broad 4sp energy bands. Thus, we expect only small correlation effects in these bands. We
also neglect correlations between 4sp electrons and 3d electrons beyond those contained in the
LDA band structure. This is a more serious approximation as we neglect magnetic polarisation
effects on the 4sp bands and thus may underestimate the 4sp contribution to the magnetic
moment. Under these assumptions, the spin-orbit sum in the interaction part of (2.15) runs
over the 3d orbitals only. The local Hamiltonian is then given by

Ĥloc = ĤI + Ĥonsite
loc + Ĥso

loc . (10.4)

For the d-orbitals, we introduce a basis
∣
∣Γ3d

〉
of eigenstates of ĤI,

ĤI|Γ3d〉 = EΓ3d |Γ3d〉 . (10.5)

The atomic states |Γ〉 that we will use in our definition of the Guzwiller correlation operator,
can be written as product states,

|Γ〉 = |Γ3d〉|Γ4s〉|Γ4p〉 . (10.6)

Since, in our Gutzwiller theory, we only correlate the 3d states |Γ3d〉, the variational parameters
λΓ,Γ′ are independent of the 4sp configuration |Γ4s〉|Γ4p〉. This leads to a numerically tractable
problem if the number of non-diagonal elements in λΓ,Γ′ does not significantly exceed the
number of diagonal elements.

Naturally, we should not completely ignore the Coulomb interaction of the 4sp electrons.
In this case, a big charge flow from the 3d to the 4sp bands and unphysically small occupations
of the 3d shell would result. One way to overcome the charge flow problem, is to introduce a
chemical potential that keeps the 3d partial charge fixed during the calculations, nd = 8.78;
see [251] for an alternate method, which gives essentially the same results.

The Gutzwiller theory produces an optimum magnetic (spin-only) moment, which is too
large by about 10%. It should be mentioned that the SDFT results show a similarly large
overshooting of the magnetic moment. To best compare with experiment, we thus carry out
calculations at fixed magnetic moment for the total energy, with either the spin-only moment
fixed to the (spin-only) experimental value of µspin = 0.55µB, or with the total magnetic
moment fixed to the full experimental moment of µ = 0.606µB when the spin-orbit coupling
is included.

Parameters for the Coulomb Interaction

It remains to determine the Coulomb interaction parameters Uσ1,σ2,σ3,σ4 in (2.15). In the
spherical-atom approximation, there are only three independent interaction parameters, for
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example the three Racah parameters A, B, and C; see appendix C. The spherical-atom
approximation is excellent in cubic systems. In principle, the Coulomb interaction among
3d(t2g) electrons may differ from the Coulomb interaction among 3d(eg) electrons because the
radial parts of their orbital wave functions could be different. Measurements of d-d transitions
of magnetic impurities with cubic site symmetry in non-magnetic oxide hosts show that these
differences are marginal. The d3 multiplets 3H and 3P , which are accidentally degenerate in
spherical-atom approximation, split by cubic two-particle corrections but not by the crystal
field. However, they are found to be degenerate within the experimental resolution of some
meV [92]. In test calculations, we have used different A parameters for d(t2g) electrons and
d(eg) electrons but we have not found any features in our quasi-particle energies, which would
indicate a failure of the spherical-atom approximation.

The Racah parameters B and C are related to the Slater integrals F2 and F4. They deter-
mine the splitting of the multiplets of a specific 3dn configuration. They can be determined
experimentally from d-d transition spectra for magnetic impurity ions in non-magnetic insu-
lating hosts. Typical values for all kinds of transition metal ions are tabulated in [92]. It
is found experimentally that the ratio C/B varies smoothly between 4 and 5; C/B = 4 is
obtained theoretically when hydrogen 3d wave functions are used. Experimentally, the values
for B and C for Ni2+ and Ni3+ ions are known [92]. When we linearly extrapolate these values
to a neutral atom we find our values for nickel as B = 0.09 eV and C = 0.40 eV so that we
employ a ratio C/B = 4.4. The values for B and C are close to the ‘bare’ atomic values, i.e.,
the screening appears to be of little importance to B and C. For a fixed ratio C/B, we may
replace the two interaction parameters B and C by a single effective parameter J , as is quite
often done in the LDA+U literature. This exchange coupling J is related to B and C by

B

2
+
C

5
=
J

7
. (10.7)

For our nickel values for B and C, we find J = 0.88 eV, a value very similar to the ones used
by Anisimov et al. [252] and others.

The Racah parameter A (basically the U parameter of the Hubbard model) determines the
separation of the various dn multiplets. The ‘bare’ values, as calculated, e.g., from atomic wave
functions are of the order of 25 eV, as discussed already in Herring’s book on magnetism [253]
and confirmed recently in [254]. There is a technique to extract U parameters using ‘constraint’
density-functional theory and supercell geometries. It has been found that for minimum-basis
models the U -values are smallest. For example, in the case of the cuprates, values U ≤ 2 eV
were found for a single-band Hubbard model whereas a three-band model including the oxygen
2p states employs Udd ≈ 8 eV [255]. Similar results have been found in the case of BaBiO3 [256].
For 3d band models, values of U = 4 . . . 6 eV have been reported [252]. For the 4s-4p-3d
multi-band case of nickel, no such calculations are available but values U ≈ 10 eV appear to be
reasonable. We choose A in such a way that our Gutzwiller theory reproduces the experimental
3d band width. For our 18 orbital basis, we find A = 9 eV to reproduce best the quasi-particle
3d band width W = 3.3 eV; a value of A = 12 eV leads to W = 3.0 eV. If we worked with
a model of only ten 3d spin orbitals, the corresponding band-width reduction is achieved for
A ≈ 4 eV.

Gutzwiller Wave Functions

For a multi-band model with ten correlated spin orbitals, it is impossible to evaluate the entire
variational space defined by our general class of Gutzwiller wave functions (4.25). For example,
if we work with a symmetric variational-parameter matrix and assume that all elements λΓ,Γ′
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can be finite for states |Γ〉, |Γ′〉 with the same particle number, we find

Nvp =
1

2

10∑

n=0

(
10

n

)2

= 92378 (10.8)

as the total number of variational parameters. Even with our efficient minimisation algorithm,
described in appendix H, the treatment of such a large number of variational parameters is
infeasible.

Fortunately, for physical reasons, it is not necessary to exploit the entire space of param-
eters λΓ,Γ′ . Depending on the particle number, there will be many states |Γ〉, which give no
contribution to the variational energy since their probability to be occupied is almost zero.
For example, in case of nickel with approximately 8.8 d-electrons per atom, all states |Γ〉 with
particle numbers |Γ| < 7 give only a small contribution and the corresponding non-diagonal
elements of the variational-parameter matrix can surely be neglected.

For those states |Γ〉 that mostly determine the variational energy, the matrix λΓ,Γ′ has to
obey the symmetries of the lattice. In nickel, with its cubic site symmetry, it seems reasonable
to couple all states |Γ〉, |Γ′〉 that belong to the same representation of the point symmetry
group. In this way, however, we would violate the spherical approximation, which is used
in our construction of the atomic Hamiltonian. In order to be consistent, we thus allow a
coupling only for those states |Γ〉, |Γ′〉 that belong to the same degenerate spherical multiplet.
If we allow a coupling of all states |Γ〉, |Γ′〉 belonging to the same cubic representation, certain
results can change significantly, e.g., those for the exchange splitting. In this case, if we want to
reproduce the experimental data, we have to go beyond the spherical approximation also in our
construction of the atomic Hamiltonian. Since it is not clear, how the ten Coulomb parameters
in cubic symmetry can be found from first principles, they would have to be determined
by means of an unsatisfactory fitting procedure. Therefore, we find it more reasonable to
work with a consistent spherical approximation both for the Hamiltonian and the variational-
parameter matrix.

Apart from the variational-parameter matrix λΓ,Γ′ we have to specify the single-particle
wave function |Ψ0〉. As shown in section 5.3, it is given as the ground state of an effective single-
particle Hamiltonian, see equation (5.97). This Hamiltonian contains Lagrange parameters
ησ,σ′ , which have to be varied in order to minimise the ground-state energy. For symmetry
reasons, not all of the 102 = 100 parameters ησ,σ′ can be finite. In the presence of spin-orbit
coupling, the number nie of finite parameters depends on the magnetic moment direction; we
find nie = 22 for ~µ||[111] and nie = 18 for ~µ||[001].

Numerically, a minimisation with respect to all nie parameters ησ,σ′ is quite costly because
each variation involves many momentum-space integrations. At present, we therefore work
with a simplified effective Hamiltonian that contains effective parameters only for all physically
relevant one-particle terms. An algorithm that allows to minimise the energy with respect to
all nie parameters is described in appendix H.2.

In cubic symmetry, there exist only four independent matrix elements of the local (d-
electron) density matrix. The trace of the matrix is fixed by the total d-electron number. The
three remaining matrix elements are governed by parameters ηd

σ,σ′ , which are given by the

orbital-dependent exchange fields ∆t2g , ∆eg , and the effective crystal-field splitting εeffCF. The
non-cubic symmetry resulting from the addition of the spin-orbit coupling adds many more
formally independent ηd

σ,σ′ terms. Both for ~µ||[001] (tetragonal symmetry) and for ~µ||[111]
(trigonal symmetry) there are two more exchange-fields and two more crystal-field splittings.

All these eight terms are included in our simplified effective Hamiltonian ˆ̃Heff
0 .
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Figure 10.1: Grey-scale plot of the negative second derivative of the ARPES intensity for
nickel with respect to energy, −d2I/dE2, on a logarithmic scale (insets: linear scale) for the
ΓKX and ΓX directions of the BZ. The dispersionless structure at EF is due to a residual
Fermi edge resulting from indirect transitions. Some bands (∆2, X1, Σ2, Σ3, Σ1 towards Γ)
are not seen due to unfavourable matrix elements, depending on geometry and chosen final
state. Theoretical curves are the results of the Gutzwiller theory, see also table 10.2.

10.1.3 Quasi-Particle Band Structure

We consider separately the results of our theory for a model with and without spin-orbit
coupling. For gross features, such as the quasi-particle band structure, the spin-orbit coupling
is only a small perturbation and can, in principle, be neglected.

We find the best agreement [138, 257] with the experimental occupied 3d band width
W3d = 3.3 eV for a value A = 9 eV, see table 10.2 and figure 10.1. Then, the condensation
energy, i.e., the energy gain for the ferromagnetic phase as compared to the paramagnetic one,
is Econd ≈ 40 meV = 0.8kBTC (TC = 630 K is the Curie temperature). This value of A is larger
than in other multi-band studies on transition metals, see, e.g., references [258, 259]. In [258],
only 3d bands were incorporated. If we eliminate in our calculations the rather large 4sp-3d
hybridisations we also find that values of A = 2 eV . . . 3 eV give ferromagnetic solutions with
Econd = 40 meV and W3d ≈ 3 eV. The results of [259], where the 4sp bands have also been
included, are at variance with our findings.

In the Gutzwiller calculation, the energy of the state X2↓ is pinned slightly below the
Fermi energy, in agreement with experiment. This is an essential improvement over LSDA
calculations, which predict a second hole pocket at the X point. Even a drastic change in
the Racah parameter A to values 8 eV ≤ A ≤ 12 eV does not change much the basic features
of the Gutzwiller quasi-particle band structure. The pinning of X2↓ is caused by the small
variational parameter ∆(eg), which in turn leads to a large fraction of t2g holes in the minority
spin bands, produced by a relatively large ∆(t2g). Due to the large nearest-neighbour hopping
between t2g orbitals, it is energetically favourable to generate as many t2g holes in the minority
spin bands as possible.

As mentioned before, there is a significant discrepancy between the experimental and the
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Sym. Ch. Experiment Gutzwiller LSDA

〈Γ1〉 S 8.90±0.30 8.86 8.96[−0.11]
〈Γ25′〉 T 1.30±0.06 1.44[0.46] 1.99[0.43]
〈Γ12〉 E 0.48±0.08 0.65[0.195] 0.86[0.41]
〈X1〉 sE 3.30±0.20 3.31[0.36] 4.37[0.20]
〈X3〉 T 2.63±0.10 2.86[0.54] 3.82[0.37]
X2↑ E 0.21±0.03 0.165 0.35
X2↓ E 0.04±0.03 0.01 −0.09
X5↑ T 0.15±0.03 0.10 0.23
∆eg(X2) E 0.17±0.05 0.155 0.44
∆t2g(X5) T 0.33±0.04 0.38 0.56
〈K2〉 spTe 2.48±0.06 2.59[0.50] 3.37[0.32]
〈K4〉 pE 0.47±0.03 0.51[0.185] 0.70[0.41]
〈L1〉 sT 3.66±0.10 3.51[0.515] 4.56[0.23]
〈L3〉 tE 1.43±0.07 1.51[0.34] 2.02[0.40]
L3↑ Te 0.18±0.03 0.215[0.30] 0.38[0.50]
〈L2′〉 P 1.00±0.20 0.97[0.0] 0.24[−0.12]
〈W1〉 sE 0.65±0.10 0.69[0.30] 0.94[0.39]
W1′↑ T 0.15±0.10 0.11[0.52] 0.23[0.56]
〈Λ3;1/3〉 ptE 0.57[0.16±0.02] 0.67[0.32] 0.90[0.42]

〈Λ3;1/2〉 ptE 0.50[0.21±0.02] 0.55[0.37] 0.76[0.44]

〈Λ3;2/3〉 pTE 0.35[0.25±0.02] 0.33[0.41] 0.49[0.48]

Table 10.2: Binding ener-
gies in eV with respect to
the Fermi energy EF. 〈. . .〉
indicates the spin average,
error bars in the experi-
ments without spin resolu-
tion are given as ±. Theo-
retical data show the spin
average and the exchange
splittings in square brack-
ets. The second column de-
note the dominant orbital
character of the states. The
spin-polarised data 〈Λ3;f 〉
were taken at fractions f of
the ΓL distance, with the
emphasis on the analysis of
the exchange splittings. For
all calculations, a spin mo-
ment of µ = 0.55µB was
used. The Gutzwiller calcu-
lations were carried out for
A = 9 eV, nd = 8.78.

LSDA value for the energy of the 4p-type L2′ state. Its theoretical value ELSDA(L2′) =
−0.24 eV, is much higher than in experiment, E(L2′) = −1.0 eV, see table 10.2, column LSDA.
The position of the L2′ state in the Gutzwiller theory differs from LSDA only if we allow for a
charge flow from 4p to 3d orbitals. For this, we have to include the interaction between the 3d
and the 4sp orbitals. At least on a mean-field level, which should be sufficient, the inclusion of
such additional interaction terms poses no serious problem. However, it brings up additional
correlation parameters, which eventually would have to be chosen such that the theoretical and
the experimental position of the L2′ state agree. Physically such a fitting procedure therefore
leads to the same result as if we shift the bare L2′-energy by hand. This is what we did in our
Gutzwiller calculations.

A lowering of the bare 4p level εp by 0.75 eV considerably improves the agreement with
experiment, especially for all states near the Fermi energy and thus also for the values of the
exchange splittings. The ARPES data reveal ∆eg(X2) = 170±50 meV for the pure d(eg) state
X2, and ∆eg(X5) = 330±40 meV [236] for the pure d(t2g) state X5, which agrees well with the
Gutzwiller data. Lowering the 4p level leads to a charge flow of about 0.1 electrons from 3d to
4p. The extra 0.1 d-hole charge fully contributes to the magnetic moment, and the exchange
splittings are reduced accordingly. This would also be true for any LSDA calculation when
the 4p/3d charge ratio was improved. Note that the Gutzwiller exchange splittings increase
as a function of the binding energy by about 50%, as can be seen, e.g., from the values of the
pure t2g states X5, Γ25′ , and X3. In contrast, they decrease in the LSDA because of the bigger
orbital basis used there.

Our method allows us to analyse how the individual multiplets contribute to the 3d charge
and to the magnetic moment. Only the 3d8, 3d9 and 3d10 configurations are important, which
is sufficient to permit the itinerancy of the 3d electrons (qσ ≈ 0.7). Approximately 60% of the
moment arises from the four inequivalent d9 multiplets, which, in the hole picture, are single-
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Figure 10.2: Quasi-particle band structure along the ∆-line around the Xz-point (left figure)
and the Xx-point (right figure) of the Brillouin zone for magnetic-moment directions ~µ ‖ [001]
and ~µ ‖ [001]. The inset shows an enlarged view of the band structure around the Fermi
energy, which displays the additional hole ellipsoid for ~µ ‖ [001] more clearly. Note that the
X2↓-band is below the Fermi energy for both magnetic-moment directions.

particle states. The eight Sz = ±1 components of the d8 triplets contribute approximately
40% – the occupation of the low-lying triplet states is increased as compared to the competing
singlet states, in accordance with Hund’s first rule. The enhanced triplet occupancies are

already present in the paramagnetic case, and lead to local spin-expectation values 〈~Si
2〉,

which are significantly larger than in the independent-particle limit. We interpret these as
preformed local moments.

10.1.4 Magnetic anisotropy and Gersdorf effect

The numerical minimisation is much more time consuming for a system with spin-orbit cou-
pling than without. First, spin-orbit coupling requires the momentum-space integration to
be extended from 1/48th to the full Brillouin zone. Furthermore, the small values of the
‘Magnetic Anisotropy Energy’ (MAE) necessitate a much finer mesh for the momentum-space
integration. Second, the energy needs to be minimised with respect to nine external varia-

tional parameters in ˆ̃Heff
0 . Altogether, the minimisation of the total energy is approximately

104 times more time consuming for a system with spin-orbit coupling than in the absence of
ĤSO.

We carried out the minimisation of the variational energy with respect to the ‘inner’ pa-
rameters λΓ,Γ′ and the ‘outer’ parameters for both magnetic moment directions ~µ||[111] and
~µ||[001]. The optimum value of the effective spin-orbit coupling is ζeff ≈ 68 meV in both cases,
about 15% smaller than the bare value ζ = 80 meV. There seems to be no simple rule that
determines the relative size of ζ and ζeff . For example, for iron we found an effective spin-orbit
coupling considerably larger than the corresponding bare value.

In figure 10.2, we show the quasi-particle band structure that arises from our calculation
around the X-points Xz ≡ (001) and Xx ≡ (100). When the magnetic moment is along the
easy axis, the band structure around both X-points coincides and the minority state X2↓ is
below the Fermi energy. Note that in the presence of spin-orbit coupling the spin label in X2↓
is not well defined but merely refers to the main spin-component of this state. For a magnetic
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Figure 10.3: Fermi-surface cuts with various planes in the Brillouin zone. Lines: Gutzwiller
theory including spin-orbit coupling; Squares and triangles: experimental data reported in
Ref. [260]; Dots: experimental data of Tsui [234].

moment along the [001]-direction, however, the two states X2↓ have different energies. The
X2↓ state at Xx remains below the Fermi level, whereas the corresponding state at Xz creates
a new hole pocket around this X-point. This is the scenario proposed by Gersdorf [243].

In our calculations for nickel, the MAE is EMAE ≈ 3.5µeV/atom, quite close to the exper-
imental value Eexp ≈ 3.0µeV/atom. Note that the MAE has to be calculated quite carefully
within the Gutzwiller approach. In particular, one has to keep in mind that any approxi-
mation on the parameters λΓ,Γ′ that reduces the variational flexibility may lead to a grossly
overestimated MAE. This is a serious problem, in particular, in the case of iron [100]. For
nickel, however, a mixing of states |Γ〉, |Γ′〉 has little effect on the variational energy, and even
a diagonal variational parameter matrix λΓ,Γ′ ∼ δΓ,Γ′ would lead to reasonable results, i.e.,
EMAE ≈ 10µeV per atom. The absolute value of the MAE mildly depends on the parameters
for the spin-orbit coupling ζ and the Racah-C, e.g., an increase of ζ by 50% doubles the MAE.
However, the sign of the MAE is a robust result of our calculation.

In figure 10.3, we show Fermi-surface cuts that we find within our Gutzwiller theory.
The experimental values are taken from dHvA experiments by Tsui [234] and by Stark as
reported in references [260]. The agreement is quite satisfactory along high-symmetry lines,
whereas there are significant discrepancies away from them. We do believe that the wiggles,
which appear in the experimental data, are, in fact, spurious and we propose to redo these
measurements. Instead of constructing the Fermi surface from those raw data, as it was
done in Ref. [260], we suggest a direct comparison of the experimental dHvA-signal with our
corresponding theoretical data.

10.1.5 Kinks in the Quasi-Particle Dispersion

The accuracy of our theoretical results allows to determine subtle deviations of the measured
quasi-particle band energies from the expected Fermi-liquid behaviour [261]. As shown in
figure 10.3, a band crosses the Fermi energy on the high-symmetry line that connects the
K and the Γ point in the Brillouin zone. The energies of this band, as calculated in the
Gutzwiller theory and measured in ARPES experiments, are displayed in figure 10.4(left).
There is a clear deviation between theory and experiment with pronounced kinks in the energy
regions ω ≈ 30 meV and ω ≈ 250 meV, see figure 10.4(right), where the difference between the
theoretical and the experimental energies is displayed as circles. Note that a very similar kink
behaviour has been observed for the quasi-particle bands of iron [262].
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Figure 10.4: Left: ARPES band data (thick line) and Gutzwiller dispersion (thin line) on the
high-symmetry line connecting the K and the Γ point. Right: Difference between the energies
in the left figure (circles); real parts of Σph(ω) and Σmag and the sum of both (from left to
right in the energy region ω < 200 meV) calculated with the Ansatz (10.9).

From a theoretical point of view, the kinks in the quasi-particle dispersion must be due
to a self-energy term Σ̃(ω) in addition to the one covered by our Fermi-liquid description, see
equation (7.11). Note that, for our phenomenological considerations in this section, we neglect
the momentum-vector dependence and the matrix structure of the self-energy in multi-band
systems. The results in figure 10.4(right) indicate that the real part of Σ̃(ω) is only a small
perturbation to the leading Fermi-liquid term ∼ ΣRω since, otherwise, it would change the
quasi-particle dispersion more drastically. Therefore, the difference between the theoretical
and the experimental energies, as displayed in figure 10.4(right), gives the real part of the
‘renormalised’ self-energy Σ(ω) = zΣ̃(ω). Here, z = (1 − ΣR)−1 ≈ 0.7 is the quasi-particle
renormalisation. Since Σ(ω) and Σ̃(ω) differ only by a constant factor, we can address the
‘renormalised’ self-energy Σ(ω) instead of Σ̃(ω) in the following considerations.

The ARPES experiment also allows the imaginary part of the self-energy to be determined
from the width of the momentum distribution curves (MDC). Through this procedure one
finds values of ImΣ(ω), which are displayed as circles in figure 10.5. Here, an asymmetric
Lorentz function has been used for the fitting of the MDC peaks.

The feature in the self-energy around 30 meV is well known in metals and generally believed
to be due to electron-phonon coupling [263]. A possible explanation of the second structure
around 250 meV could be the coupling of electrons to magnons. The energy scale of magnons
in nickel is known from inelastic neutron scattering, which yields values of up to 250 meV [215].
Such an interpretation is in line with quite a number of theoretical works, e.g., on cuprates, in
which the emergence of kinks has also been attributed to the coupling of quasi-particles and
bosonic (antiferromagnetic) spin excitations, see, e.g., references [264–266].

One can investigate the scenario of a coupling between quasi-particles and bosonic degrees
of freedom more quantitatively by means of the phenomenological Ansatz

ImΣph/mag(ω) = λph/mag

∫ ω

0
ρph/mag(ω

′)Θ(ω̄ph/mag − ω′)dω′ (10.9)
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Figure 10.5: Circles: The imaginary part
of the renormalised self-energy extracted
from the width of the momentum distribu-
tion curves. Lines: The imaginary part
of the renormalised self-energies calculated
with the Ansatz (10.9); The lines show (in
the energy region ω < 200 meV from left to
right): i) ΣIω2, ii) ImΣmag(ω), iii) ImΣph(ω),
and iv) the sum of the first three terms.

for the phonon (Σph(ω)) and the magnon (Σmag(ω)) contribution to the self-energy. Here,
ρph ∼ ω2 and ρmag ∼ √

ω are the densities of states for bosons and magnons. The cut-offs
ω̄ph/mag and the coupling parameters λph/mag are fitted in order to reproduce the imaginary
part of the self-energy extracted from the experiment. Note that the real part can be calculated
from (10.9) by means of a Kramers-Kronig transformation. In both figures 10.4(right) and 10.5,
the results of this fit procedure are displayed as lines. Obviously, both the real and the
imaginary part of the self-energy are very well reproduced by the simple Ansatz (10.9). The fit
parameters that were used in figures 10.4(right) and 10.5m are ω̄mag = 340 meV, ω̄ph = 35 meV,
λph = 0.3, and λph = 0.15. Note that, in the imaginary part, one also has to include the normal
term ΣIω2 from Fermi-liquid theory where ΣI serves as an additional fit parameter.

Although our phenomenological Ansatz supports the idea that the kinks observed in nickel
result from a coupling of quasi-particles to bosonic degrees of freedom, such an approach falls
short of a genuine microscopic theory. At the moment, however, there is not even a reliable
theory that correctly describes the magnon excitations in nickel. Therefore, it is unlikely that
a microscopic theory will be developed in the foreseeable future, which yields a indisputable
explanation of the kinks observed in nickel. As an alternative scenario, it was shown in
reference [267] that kinks can also appear in many-particle systems solely due to the frequency
dependence of the local self-energy within the Dynamical-Mean-Field-Theory. It is difficult to
assess, however, whether or not the findings in [267] are relevant for the physical properties of
nickel.

In summary, we have resolved the long-standing problem to explain theoretically the elec-
tronic and magnetic properties of elementary fcc nickel. Our results for the quasi-particle
bands are in very good agreement with ARPES experiments and we find the experimental
Fermi-surface topology. The accuracy of our results allows the detection of additional terms in
the self-energy, which lead to kinks in the quasi-particle dispersion. Furthermore, we explain
the subtle effects that the spin-orbit coupling has in nickel. Our theory yields the correct
magnetic anisotropy energy and we confirm the Gersdorf scenario: The Fermi-surface topol-
ogy changes around the X-point (001) when the magnetic moment direction is rotated from
~µ||[111] to ~µ||[001] by an external magnetic field.
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10.2 Fermi Surface of NaxCoO2

The intercalated layer compound NaxCoO2 has been studied intensively in recent years since,
as a function of sodium doping x, it exhibits a few remarkable properties, see below. LDA
calculations indicate that the bands of this system around the Fermi level predominantly belong
to the Cobalt t2g orbitals. The eg bands are found approx. 1.5 eV above the Fermi energy and
may therefore be neglected in Hubbard-model studies. Due to the layered structure, the three
t2g orbitals split into an ag and the doubly degenerate eg′ orbitals. The Na doping x leads to
a band filling of d5+x for the six partially filled t2g spin-orbital states.

For x ≈ 0.60− 0.75, one finds an unusually large thermopower [268] in NaxCoO2. Around
the doping x ≈ 0.3, a transition to a superconducting state is observed below a temperature
TS ≈ 4.5 K [269, 270]. The systems exhibits an unusual metal-insulator transition for x =
0.5, which is suspected to be caused by a charge-density wave [271, 272]. The magnetic
susceptibility differs qualitatively for dopings x > 0.5 and x < 0.5: for x < 0.5 one finds a
paramagnetic metal [271] while for x > 0.5 the susceptibility shows a Curie-Weiss behaviour
[273, 274].

The results of ARPES experiments on NaxCoO2 cannot be properly explained by means
of LDA-calculations. As usual in transition-metal compounds, there is a significant renormal-
isation, zexp ≈ 0.6, of the d-bands compared to the LDA band structure. In addition, the
LDA fails to explain the observed Fermi-surface topology for a Na doping of x ≈ 0.3. In
LDA calculations, the Fermi surface consists of a large hole pocket around the Γ-point and six
small pockets near the K-point [275]. The pockets near the K-point, however, have not been
observed experimentally [276, 277].

The significant band-width renormalisation indicates that the local Coulomb interaction of
electrons in the Cobalt t2g orbitals has to be treated by more reliable many-particle theories
than LDA in order to understand the electronic properties of NaxCoO2. We give a brief
review of previous many-particle studies on NaxCoO2 in section 10.2.1. The results for the
Fermi-surface topology in those earlier works, however, have not been conclusive. As we will
show in section 10.2.3, where we present our own findings, the Fermi-surface topology quite
sensitively depends on the choice of the model parameters that are used in a correlated electron
approach. This may partly explain the problems to obtain a consistent theoretical picture of
the quasi-particle energies and the Fermi-surface topology in NaxCoO2.

10.2.1 Tight-Binding Hamiltonian

Tight-binding fits to the LDA band structure of NaxCoO2 have been proposed by several
groups for their respective many-particle investigations [278–286]. Although the resulting
tight-binding band structures are overall quite similar they deviate with respect to some
seemingly irrelevant properties. As will be shown below, those subtle differences can lead
to qualitatively different results if many-particle correlation effects are properly taken into
account.

In figure 10.6, we show two different tight-binding band structures along high-symmetry
lines, which have been investigated in references [278, 279, 283–285]. We denote the corre-
sponding single-particle Hamiltonians as Ĥ0;I [285] and Ĥ0;Z [279]. The Fermi energy EF = 0
in figure 10.6 corresponds to a Na doping of x ≈ 0.3, i.e., the total band filling is 5.3.

The main differences between the two band structures in figure 10.6 are found on the line
connecting the M and the K point at energies ω ≈ −1.2 eV. Near the Fermi energy both band
structures look very similar. Note that the band that crosses the Fermi energy twice between
the K and the Γ-point is responsible for the controversial hole pockets, which are not observed
in experiments.
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Figure 10.6: Band structures along
high-symmetry lines for the tight-
binding Hamiltonians Ĥ0;I [285]

(solid line) and Ĥ0;Z [279] (dashed
line).

It turns out that the splitting ∆ = εag − εe′g between ag and eg′ orbitals is a decisive
quantity, which very much determines the physics of the system in many-particle theories. Its
value is still a controversial issue. In the Hamiltonians Ĥ0;I and Ĥ0;Z, it is ∆ = −132 meV and
∆ = −10 meV, respectively. A positive value of ∆ = 350 meV has been found in quantum-
chemical calculations [281, 286]. This value, however, seems to be in disagreement with all
LDA results. In reference [287], it is shown that ∆, to a certain extend, depends on the Na
doping of x. In the interesting region x ≈ 0.3, a value of ∆ ≈ −100 meV is reported in that
work, which is close to the one used in the tight-binding Hamiltonian Ĥ0;I.

10.2.2 Previous Results of Many-Particle Theory Approaches

The local Hamiltonian Ĥ3b
I in the three-band Hubbard model, which describes the t2g orbitals,

can be derived from equation (C.3) by keeping just the t2g terms,

Ĥ3b
I = U

∑

t

n̂t,↑n̂t,↓ +
U ′

2

∑

t( 6=)t′;s,s′

n̂t,sn̂t′,s′ −
J

2

∑

t( 6=)t′;s

n̂t,sn̂t′,s (10.10)

+
J

2

∑

t( 6=)t′;s

ĉ†t,sĉ
†
t′,s̄ĉt,s̄ĉt′,s +

J

2

∑

t( 6=)t′

(

ĉ†t,↑ĉ
†
t,↓ĉt′,↓ĉt′,↑ + ĉ†t′,↑ĉ

†
t′,↓ĉt,↓ĉt,↑

)

.

In the following, we assume that the spherical symmetry holds for the Coulomb parameters
U , U ′, and J , i.e., we have

U = A+ 4B + 3C , (10.11a)

U ′ = A− 2B + C , (10.11b)

J = 3B + C . (10.11c)

In this case, the parameters obey the same relation, U − U ′ = 2J , as the eg orbitals and only
two of the three parameters are independent.

For the tight-binding Hamiltonian Ĥ0;Z, a Gutzwiller theory calculation has been carried
out for J = 0, U = ∞ [279]. The resulting band structures and the Fermi surfaces are shown
for three different band fillings in figure 10.7. The most interesting feature in that figure is
the vanishing of the hole pockets near the K-point for the doping x = 0.3, in agreement with
the experimental data. Assuming an infinite Hubbard-U parameter, however, is certainly not
realistic for NaxCoO2. In fact, the renormalisation of the bands in figure 10.7 is significantly
larger, z ≈ 0.3, than the one found in ARPES experiments, zexp ≈ 0.6.
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Figure 10.7: Left: Band dipersions

for Ĥ0;Z and Na doping x=0.3, x=0.5,
x=0.7; bare bands (solid lines),
Gutzwiller theory with J = 0, U = ∞
(dashed lines). Right: Corresponding
Fermi surfaces. All figures are taken
from reference [279].

For the Hamiltonian Ĥ0;I, DMFT calculations lead to very different results. Both, in
a ‘Quantum-Monte-Carlo’ (QMC) [278] and an ‘exact diagonalisation’ (ED) treatment [283]
of the DMFT equations, the disputed hole pockets were found to be even slightly enlarged
compared to the underlying LDA calculation. In contrast, for the Hamiltonian Ĥ0;Z, a QMC-
DMFT study [284] confirms the findings in reference [279] qualitatively: the hole pockets
vanish for values of U > 6 eV in that DMFT approach. The authors of reference [284] further
found that increasing the ∆-parameter from ∆ = −10 eV in Ĥ0;Z to positive values of approx.
40-90 eV significantly decreases the critical interaction strength of U for which the hole pockets
disappear. These findings have been qualitatively reproduced in an ED-DMFT study [285].

The previous DMFT results indicate that the properties of the three-band models that
are used for the investigation of NaxCoO2 depend sensitively on the input parameters. Such
DMFT calculations for a three-band model are numerically quite demanding. In contrast,
studies with the Gutzwiller theory are simple and allow to study such systems for a large
number of correlation parameters and with a high precision. Therefore, we present our own
Gutzwiller results for the Fermi surface topology of both Hamiltonians Ĥ0;Z and Ĥ0;I in the
following chapter. A more detailed investigation of quasi-particle dispersions, orbital densities,
and spin-orbit coupling effects will be published elsewhere [288].

Note that results of a self-consistent Gutzwiller+LDA calculation for NaxCoO2 have been
presented in reference [289]. In that work, however, the authors did not study a fixed and well
defined multi-band Hubbard Hamiltonian and it is therefore difficult to compare our, or the
DMFT findings, to their results.

10.2.3 Gutzwiller-Theory Results

The eigenstates |Γ〉 of the t2g Hamiltonian (10.10) all belong to different representations of
the cubic symmetry group [92]. Therefore, it is justified to work with a diagonal variational-
parameter matrix λΓ,Γ′ ∼ δΓ,Γ′ in the Gutzwiller correlation operator (4.25b).
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Figure 10.8: Left: Phases with and without hole pockets for J = 0 as a function of U and x
and tight-binding Hamiltonians Ĥ0;I (solid line) and Ĥ0;Z (dashed line). Right: Phasediagram

for Ĥ0;Z, x = 0.3 as a function of U and J .

The only free parameter ησ,σ in the single-particle Hamiltonian (5.96) describes the effective
splitting ∆eff of ag and eg′ orbitals. This parameter has a leading influence on the quasi-particle
band structure and the Fermi-surface topology and has to be determined by a minimisation
of the variational ground-state energy.

For the tight-binding Hamiltonian Ĥ0;I, our calculations confirm the findings in [278, 283]:
the LDA hole pockets near the K-points do not disappear for finite values of the correlation
parameters U and J and a Na doping of x = 0.3. This can be seen, e.g., in figure 10.8(left),
which shows the phases with and without hole pockets for J = 0 as a function of U and x. The
hole pockets vanish for the Hamiltonian Ĥ0;I (solid line) only for a doping of x > 0.44. The
second curve (dashed line) shows the same phase diagram for the tight-binding Hamiltonian
Ĥ0;Z. Here, the pockets vanish in a much larger region of doping values x and Coulomb-
interactions U . There is a transition, in particular, for a doping of x ≈ 0.3. For this doping,
x ≈ 0.3, figure 10.8(right) shows the phase diagram as a function of U and J . As can be seen
from this figure, a finite value of J shifts the transition to significantly larger values of U .

Unfortunately, phase diagrams, as those shown in figures 10.8, are presently not available
from DMFT calculations. We can only compare the critical interaction strengths UC for the
Hamiltonian Ĥ0;Z and x = 0.3. In our approach, this value is UC ≈ 2.6 eV, while it is reported
as UC ≈ 6 eV in reference [284]. The reason for this discrepancy is presently unclear.

One should keep in mind that both approaches, the DMFT and the Gutzwiller theory, are
derived in the limit of infinite spatial dimensions. It is therefore questionable whether they
are able to capture correctly the physics of an effectively two-dimensional system. This is in
doubt, in particular, when the physical properties of the models that are used to describe that
two-dimensional system depends sensitively on the input parameters.



Chapter 11

Conclusions

In this work, we have given a thorough introduction to the Gutzwiller variational theory and
all methods that are closely related to it. We summarise our main results in the first part
of this final chapter, and close this work with a brief outlook, which discusses some of the
problems that we intend to address in the near future.

11.1 Summary

Gutzwiller wave functions provide an approximate description of many-particle ground states
for realistic multi-band Hubbard models (chapter 4). An exact analytic evaluation of these
wave functions succeeds in the limit of infinite spatial dimensions (chapter 5). We use the
resulting variational energy functional to calculate approximately the ground-state proper-
ties of correlated electron systems in finite dimensions (‘Gutzwiller theory’). On top of the
Gutzwiller description of the ground state, we describe the elementary single-particle exci-
tations as Landau-Gutzwiller quasi-particles within a Fermi-liquid theory (chapter 7). Such
calculations yield quasi-particle dispersions, that can be compared to photoemission (ARPES)
experiments. The time-dependent Gutzwiller theory (chapter 8) allows us to calculate two-
particle Green’s functions, e.g., the magnetic susceptibility, which is measured in magnetic
neutron scattering experiments.

Due to a proper treatment of the local Coulomb interaction in the Gutzwiller theory, this
approach is evidently superior to effective single-particle approaches. This has been demon-
strated in various parts of this work, e.g., in our studies on two-band models (chapter 9).
For the investigation of realistic correlated electron models, which describe, e.g., transition
metals and their compounds, most of the established methods of many-particle theory cannot
be successfully implemented. Therefore, the Gutzwiller theory is a significant improvement
of our theoretical ‘tool box’ for such realistic models. This holds true for the calculation of
ground-state properties, quasi-particle excitations, and two-particle response functions.

At present, it is impossible to assess the reliability of the Gutzwiller-theory results for three-
dimensional systems in any rigorous way. Therefore, only a comparison to experiments will give
us more insight into the merits and shortcomings of the Gutzwiller variational approach. Our
results for the electronic and magnetic properties of nickel (chapter 10) are quite encouraging
in this regard. We have been able to resolve all basic problems of the DFT calculations on
nickel, in particular those that arise from the spin-orbit coupling.

Despite the considerable length of this work, some interesting aspects and developments
in the context of the Gutzwiller variational theory could not be fully treated. For example,
we have left out entirely a description of the numerical methods, which were used to evaluate
Gutzwiller wave functions on finite lattices (‘variational quantum Monte-Carlo’). We tried our
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best, however, to give proper references to all relevant work not covered by this presentation.

11.2 Outlook

The numerical algorithm for the minimisation of the Gutzwiller energy functional, which we
have used to investigate nickel, can be applied to quite a number of systems with partially filled
3d-shells. In order to gain more insight into the reliability of our approach, we find it most
important to start with a thorough investigation of other 3d-transition metals. These systems
are presently not in the focus of solid-state theory. However, they are much better studied
experimentally than various transition-metal compounds that have received more attention in
recent years.

A future project will be the investigation of lanthanides and actinides. Their partially filled
f -shells require some further development of the minimisation algorithm in order to cope with
the large number of local multiplets. However, we do not think that such improvements will
be a major obstacle for the investigation of f -electron systems within the Gutzwiller theory.

Studies of the time-dependent Gutzwiller theory for multi-band models are already under
way. As a first step, we presently are developing an algorithm that allows us to calculate
the magnetic susceptibility of the ferromagnetic two-band model that has been introduced in
section 9.1. In the long term, we aim to calculate two-particle response functions for realistic
multi-band models that describe transition metals and their compounds.

The Gutzwiller theory, as we have presented it in this work, is based on the investigation of
multi-band Hubbard models. These models are derived from an ab-initio calculation and they
remain fixed during the minimisation of the Gutzwiller energy functional. Such an approach
may fail if the correlated Gutzwiller ground state differs significantly from the corresponding
ab-initio ground state. For example, in iron, the exchange splitting is approximately 1.5 eV
and, therefore, the ferromagnetic and the paramagnetic ground states are very different. Hence,
working with a static Hubbard model that is derived from a paramagnetic ab-initio calculation
may be insufficient in such cases. As a way out of this dilemma, one can try to use a self-
consistent Gutzwiller-DFT scheme as was introduced in references [290, 291]. Future studies
will show how numerically demanding such self-consistent calculations are and whether or not
they lead to significant changes in results.

It is well known that the Gutzwiller theory for the two-dimensional t-J model yields a su-
perconducting ground state [27]. If applied to the two-dimensional Hubbard model, however,
the Gutzwiller theory shows no superconductivity, even in the large-U limit. To resolve this
seeming contradiction, one has to include non-local terms in the Gutzwiller correlation oper-
ator. The evaluation of expectation values requires a perturbative expansion of expectation
values with respect to those additional terms. We are planning to perform such calculations
in order to investigate the superconducting instabilities in a two-dimensional Hubbard model.



Appendix A

Wick’s Theorem

In several sections of this work, we use a simplified version of Wick’s theorem, which, in
its general form, is an essential part of diagrammatic perturbation theory for many-particle
systems; see, e.g., reference [183]. Here, we only need the time-independent version of this
theorem, which states that, for a one-particle product state

|Ψ0〉 =
∏

γ(occ.)

ĥ†γ |0〉 , (A.1)

the expectation value of a many-particle operator is given by the determinant
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ĉσ′
n
. . . ĉ
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Here, the matrix elements are

C0
σ,σ′ =

〈
ĉ†σ ĉσ′

〉

Ψ0
=
∑

γ(occ.)

u∗γ,σuγ,σ′ , (A.4)

where the unitary matrix uγ,σ connects the two one-particle basis sets |σ〉 and |γ〉 and the
corresponding creation operators

ĥ†γ =
∑

σ

uγ,σ ĉ
†
σ , (A.5a)

ĉ†σ =
∑

γ

u∗γ,σĥ
†
γ . (A.5b)

For the proof of equation (A.2), we apply the transformation (A.5) to the left hand side
of (A.2),

(A.2) =
∑

γ1,...,γn

γ′
1,...,γ′

n

u∗γ1σ1
. . . u∗γnσn

uγ′
nσ′

n
. . . uγ′

1σ′
1

〈
ĥ†γ1

. . . ĥ†γn
ĥγ′

n
. . . ĥ

γ′
1

〉

Ψ0
. (A.6)

The expectation value in (A.6) is finite only if the sets Y ≡ {γ1, . . . , γn} and Y ′ ≡ {γ′1, . . . , γ′n}
coincide and all γi ∈ Y belong to the occupied states in (A.1). Then, for each set Y there
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are n! contributions from the sum over Y ′, given by the n! permutations P({1 . . . n}) of the
index set {1 . . . n}. The expectation value in (A.1) is sign(P ) = ±1 depending whether the
permutation P({1 . . . n}) is odd or even. Hence, we find

(A.2) =
∑

γ1,...,γn(occ.)

∑

P({1...n})
sign(P )u∗γ1σ1

uγ1σP(1)
. . . u∗γnσn

uγnσP(n)
(A.7a)

=
∑

P({1...n})
sign(P )C0

σ1,σP(1)
. . . C0

σN ,σP(n)
. (A.7b)

which is just the Leibniz representation of the determinant (A.1).
A similar, but somewhat more general expectation value is

m0
I,I′ ≡

〈 (
|I〉〈I ′|

) 〉

Ψ0
, (A.8)

with the configuration transition operator

|I〉〈I ′| =
∏

σ∈I

ĉ†σ
∏

σ′∈I′

ĉσ′

∏

σ′′∈J

(1 − n̂σ′′) . (A.9)

and J ≡ (1 . . . N)\(I ∪ I ′). The evaluation of m0
I,I′ goes along the same lines as for (A.2). One

finds

m0
I,I′ =

∣
∣
∣
∣

ΩI,I′ −ΩI,J

ΩJ,I′ Ω̄J,J

∣
∣
∣
∣

(A.10)

with the matrices ΩI,I′ = Ω as already defined in (A.3) if we take (σ1, . . . , σN ) = I and
(σ′1, . . . , σ

′
N ) = I ′. The matrices ΩI,J and ΩJ,I′ are defined accordingly. Finally, the matrix

Ω̄J,J in (A.10) is given as

Ω̄J,J ≡








1 − C0
σ1,σ1

−C0
σ1,σ2

. . . −C0
σ1,σ|J|

−C0
σ2,σ1

1 − C0
σ2,σ2

. . . −C0
σ2,σ|J|

. . . . . . . . . . . .
−C0

σ|J|,σ1
−C0

σ|J|,σ2
. . . 1 − C0

σ|J|,σ|J|








, (A.11)

where σi ∈ J .
In systems with superconducting order parameters, one faces a situation where, instead of

equation (A.5), a Bogoliubov transformation [183, 193],

ĉ†σ =
∑

γ

(

u∗γ,σĥ
†
γ + vγ,σĥγ

)

, (A.12a)

ĥ†γ =
∑

σ

(

uγ,σ ĉ
†
σ + vγ,σ ĉσ

)

, (A.12b)

relates the operators ĥ†γ and ĉ†σ. Note that in order to maintain the fermionic character of the

operators ĥ
(†)
γ we have to demand that

1̃ = Ũ †Ũ − Ũ †Ũ , (A.13a)

0 = Ũ †Ṽ − Ṽ Ũ † , (A.13b)

where Ũ and Ṽ are the matrices with the elements uγ,σ and vγ,σ, respectively.
For a single-particle product state

|Ψ0〉 =
∏

γ(occ.)

ĥ†γ |0〉 , (A.14)
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Figure A.1: Illustration of the dia-
grammatic rules for the evaluation
of an expectation value (A.17); for
details, see text.

σ1 σ2 σ3 σ4 σ5 σ6 σ7 σ8

σ1 σ2 σ3 σ4 σ5 σ6 σ7 σ8

equations (A.12) lead again to a factorisation of expectation values similar to the one in (A.7).
As the main difference, it arises that we have to take into account the normal contractions

C0
σ,σ′ = 〈ĉ†σ ĉσ′〉Ψ0 =

∑

γ(occ.)

|uγ,σ|2 +
∑

γ(unocc.)

|vγ,σ|2 , (A.15)

as well as the anomalous ones,

∆σ,σ′ = 〈ĉ†σ ĉ†σ′〉Ψ0 =
∑

γ(occ.)

u∗γ,σvγ,σ′ +
∑

γ(unocc.)

vγ,σu
∗
γ,σ′ , (A.16a)

∆∗
σ,σ′ = 〈ĉσ′ ĉσ〉Ψ0 =

∑

γ(occ.)

vγ,σu
∗
γ,σ′ +

∑

γ(unocc.)

v∗γ,σuγ,σ′ . (A.16b)

Unfortunately, in this case one cannot write the expectation values of many-particle oper-
ators as simple determinants. However, if we evaluate the general expectation value

〈âσ1 âσ1 . . . âσ(2n)
〉 (A.17)

with Wick’s theorem all contributions can be described and determined diagrammatically. The
2n operators âσi

in (A.17) may be creation as well as annhiliation operators. The diagrams,
which describe all contributions to (A.17) can be determined by the following rules:

i) Draw 2n points for the operators âσi
, see figure A.1.

ii) Find all Nd = (2n− 1)!! topologically different ways (‘diagrams’) to connect each point
σi to another one σj (with j > i) via a line with an arrow from left to right. The value
Dm of each diagram (with m = 1, . . . , Nd) is given by the product over all lines where
a line represents an expectation value 〈âσi

âσj
〉Ψ0 . For example, the contribution of the

diagram in figure A.1 (top part) is

〈âσ1 âσ4〉Ψ0〈âσ2 âσ5〉Ψ0〈âσ3 âσ8〉Ψ0〈âσ6 âσ7〉Ψ0 . (A.18)

iii) Connect each site with an incoming line (e.g., σi) to its nearest available neighbour to
the left with an outgoing line (e.g., σj with j < i). Here, ‘availability’ means that the site
σj is not already connected to another site σ′i that is closer to σj than σi. For example,
in figure A.1 (bottom part) the site σ3 is not available for site σ5 since it is already
connected to σ4.
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iv) Count the number nc(m) of connected sub-diagrams in Dm. Then, the sign of a diagram
is given as (−1)n(−1)nc(m). For example, in figure A.1 there are three connected sub-
diagrams containing the sites (σ1, σ3, σ4, σ8), (σ2, σ5), and (σ6, σ7), respectively. There-
fore, the sign of this diagram is (−1)4(−1)3 = −1.

v) Carry out the sum

(A.17) = (−1)n
Nd∑

m

Dm(−1)nc(m) . (A.19)



Appendix B

Two-Site Hubbard Model

B.1 Exact Solution

In this appendix, we determine the eigenstates and energies of the two-site Hubbard model

Ĥts = t
∑

s

(

ĉ†1,sĉ2,s + ĉ†2,sĉ1,s

)

+ U

2∑

i=1

n̂i,↑n̂i,↓ = Ĥ0 + ĤI . (B.1)

For all particle numbers N 6= 2, the solution is quite simple since all eigenstates are simple
Slater determinants. The eight states with single or triple particle occupation are given by

|1, s,±〉 =
1√
2

(

ĉ†1,s ± ĉ†2,s

)

|0〉 (B.2a)

|3, s,±〉 =
1√
2

(

ĉ1,s ± ĉ2,s

)

|4〉 (B.2b)

where |0〉 and |4〉 =
∏

i,s ĉ
†
i,s |0〉 are the states with N = 0 and N = 4 particles, respectively.

The energies of these states are

E0 = 0 , (B.3)

E1,s,± = ±t , (B.4)

E3,s,± = U ∓ t , (B.5)

E4,± = 2U . (B.6)

Now we consider the slightly more involved N = 2 eigenstates. Since Ĥts commutes with
the total-spin operator Ŝ2, its eigenvectors have a defined spin S. This determines already the
three degenerate triplet states

|2, t, 1〉 = ĉ†1,↑ĉ
†
2,↑ |0〉 , (B.7a)

|2, t, 0〉 =
1√
2

(

ĉ†1,↑ĉ
†
2,↓ + ĉ†1,↓ĉ

†
2,↑

)

|0〉 , (B.7b)

|2, t,−1〉 = ĉ†1,↓ĉ
†
2,↓ |0〉 (B.7c)

with the energy E2,t = 0. The Hamiltonian and Ŝ2 both commute with the ‘parity operator’
T̂par which, by definition, exchanges the site indices i = 1, 2. Therefore, the remaining three
eigenstates of Ĥts can be chosen as eigenstates of T̂par with eigenvalues tpar = ±1. The singlet
state with tpar = −1 is

|2, s,−1〉 =
1√
2

(

ĉ†1,↑ĉ
†
1,↓ − ĉ†2,↑ĉ

†
2,↓

)

|0〉 . (B.8)
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It has the energy

E2,s,−1 = 〈2, s, 1| Ĥts |2, s, 1〉 = U . (B.9)

For the two remaining states,

|2, s, 1〉1 =
1√
2

(

ĉ†1,↑ĉ
†
2,↓ − ĉ†1,↓ĉ

†
2,↑

)

|0〉 , (B.10a)

|2, s, 1〉2 =
1√
2

(

ĉ†1,↑ĉ
†
1,↓ + ĉ†2,↑ĉ

†
2,↓

)

|0〉 , (B.10b)

with tpar = 1 we have to diagonalise the Hamiltonian in their subspace. This leads to the
Hamilton matrix

H̃ = i〈2, s, 1|Ĥts|2, s, 1〉j =

(
0 2t
2t U

)

. (B.11)

with the eigenvalues

E±
2,s,1 =

1

2

(

U ±
√

U2 − 16t2
)

(B.12a)

and eigenvectors

|Ψ±〉 = cos (φ±) |2, s, 1〉1 + sin (φ±) |2, s, 1〉2 . (B.12b)

Here, the angles φ± are defined as

tanφ± =
U ±

√
U2 + 16t2

4t
. (B.12c)

For U > 0, the ground state is |Ψ−〉, which, in the strong coupling limit U ≫ t, has the form

|Ψ−〉 U≫t→ |2, s, 1〉1 (B.13a)

and the energy

E−
2,s,1 =

1

2

(

U −
√

U2 + 16t2
)

U≫t→ −4t2

U
. (B.13b)

B.2 Density-Matrix Functional Theory

As an example, we study the two-site Hubbard model within the framework of the exact
density-matrix functional theory. As shown in section 3.2.5, the ground-state energy of a lattice
model is a functional of the ground-state density matrix. When we employ all symmetries of
the ground state, the density matrix has only two independent entries, namely

n ≡
〈
ĉ†b,sĉb,s

〉

Ψ−
(B.14)

and

T ≡
〈
ĉ†1,sĉ2,s

〉

Ψ−
=
〈
ĉ†2,sĉ1,s

〉

Ψ−
= cos (φ−) sin (φ−) . (B.15)

With a fixed particle density, n = 1/2, the only element of the density matrix that varies as
a function of t/U is the hopping expectation value T . Hence, there is a universal functional
EI(T ) = W (T ) for the interaction energy, which, for fixed U , only depends on T . In order to
set up this functional, we introduce a fictitious hopping parameter

t̃(U, T ) =
UT√

1 − 4T 2
, (B.16)
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Figure B.1: The exact and the Gutzwiller
approximation energy functional Ets(T )
for the two-site Hubbard model. The pa-
rameters are U/t = 1 (solid line), U/t =
2 (dotted line), U/t = 4 (dashed line),
U/t = 4 (dotted-dashed line). The exact
energy is always below the energy of the
Gutzwiller approximation.
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which, if we set t = t̃(U, T ) in (B.12c), solves equation (B.15). By replacing t we can write the
expectation value of the double-occupancy operator

d(T ) ≡ 〈n̂b↑n̂b↓〉Ψ−
=

1

2
sin2 (φ−) (B.17)

as

d(T ) =
1

4

(

1 −
√

1 − (T/T0)
2

)

. (B.18)

Here, T0 = ±1/2 is the expectation value (B.15) for U = 0. As expected from our findings in
section 3.2.5, the Coulomb-interaction is a universal functional of the density matrix

EI(T ) = Ud(T ) , (B.19)

i.e., it does not depend on the ‘physical’ hopping-parameter t in the Hamiltonian (B.1). The
total energy functional has the form

Ets(T ) = −4tT + 2Ud(T ) . (B.20)

It yields, through its minimum, the exact ground-state energy (B.13b). In figure B.1, the
energy functional Ets(T ) is displayed for various values of t/U . For comparison, the figure
also contains the corresponding energy functional in the Gutzwiller approximation; see ap-
pendix G.2.





Appendix C

Atomic Hamiltonian for d-Orbitals

in a Cubic Environment

We give the explicit form of the atomic Hamiltonian for a system of five d-orbitals in a cubic
environment. All details of the derivation can be found in reference [92].

The d-orbitals in an atom are five degenerate states with angular momentum l = 2. In
polar coordinates r, φ, θ, they have the form

ϕm(r, φ, θ) = R(r)Y2,m(φ, θ) (C.1)

with some radial function R(r) and the ‘spherical harmonics’ Ylm(φ, θ) [2]. The five-fold
degeneracy is a consequence of the rotational invariance of the atomic system. In a cubic
environment, the eigenstates of the system belong to a representation of the cubic point-
symmetry group. It turns out [92] that the five-fold degenerate d-orbitals split into three
degenerate t2g orbitals

ϕξ(r, φ, θ) =
i√
2
Rt2g(r) [Y2,1(φ, θ) + Y2,−1(φ, θ)] ∼ yz , (C.2a)

ϕη(r, φ, θ) = − 1√
2
Rt2g(r) [Y2,1(φ, θ) − Y2,−1(φ, θ)] ∼ xz , (C.2b)

ϕζ(r, φ, θ) = − i√
2
Rt2g(r) [Y2,2(φ, θ) − Y2,−2(φ, θ)] ∼ xy , (C.2c)

and two degenerate eg orbitals

ϕu(r, φ, θ)) = Reg(r)Y2,0(φ, θ) ∼ (3z2 − r2) , (C.2d)

ϕv(r, φ, θ)) =
1√
2
Reg [Y2,2(φ, θ) + Y2,−2(φ, θ)] ∼ (x2 − y2) . (C.2e)

Here, we introduced the Cartesian coordinates x, y, z, which represent the three C4 symmetry
axes [292] of the system. The angular dependence of the five real wave functions (C.2) is
illustrated in the polar coordinate plot in figure C.1.

In order to set up the atomic Hamiltonian in second quantisation, we have to calculate
the Coulomb matrix elements (2.3d) where the indices σi = (b, s) combine the five orbital
states b and the two spin states s. A lengthy analysis, see reference [92], yields the following
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Figure C.1: A polar coordinate plot of the t2g and eg orbitals.

Hamiltonian

Ĥd
I =

1

2

∑

b,s

U(b, b)n̂b,sn̂b,s̄ +
1

2

∑

b( 6=)b′

s,s′

(U(b, b′) − δs,s′J(b, b′))n̂b,sn̂b′,s′ (C.3)

+
1

2

∑

b( 6=)b′

J(b, b′)

[
(

ĉ†b,↑ĉ
†
b,↓ĉb′,↓ĉb′,↑ + h.c.

)

+
∑

s

ĉ†b,sĉ
†
b′,s̄ĉb,s̄ĉb′,s

]

+
∑

t,e( 6=)e′

s,s′

(T (t; e, e′) − δs,s′A(t; e, e′))n̂t,sĉ
†
e,s′ ĉe′,s′

+
∑

t,e( 6=)e′

A(t; e, e′)

[
(

ĉ†t,↑ĉ
†
t,↓ĉe,↓ĉe′,↑ + h.c.

)

+
∑

s

ĉ†t,sĉ
†
e,s̄ĉt,s̄ĉe′,s

]

+
∑

t( 6=)t′( 6=)t′′,e
s,s′

S(t, t′; t′′, e)
(

ĉ†t,sĉ
†
t′,s′ ĉt′′,s′ ĉe,s + h.c.

)

.

Here, the sums over b, (t, t′, t′′), and (e, e′) include either all orbitals, the t2g orbitals, or the eg
orbitals, respectively. Furthermore, we use the convention ↑̄ =↓, ↓̄ =↑. A symmetry analysis of
the integrals (2.3d) reveals that, only ten of the coefficients U(b, b′), J(b, b′), T (t; e, e′), T (t; e, e′)
and S(t, t′; t′′, e) in (C.3), are independent. There are five ‘diagonal’ Coulomb integrals,

U(u, v), U(ζ, ζ), U(ξ, η), U(ζ, u), U(ζ, v) (C.4a)

with

U(b, b′) ≡
∫

d3r

∫

d3r′|ϕb(r)|2 e2

|r − r′| |ϕb′(r
′)|2 , (C.4b)

and four ‘exchange’ integrals

J(u, v), J(ξ, η), J(ζ, u), J(ζ, v) (C.4c)

with

J(b, b′) ≡
∫

d3r

∫

d3r′ϕ∗
b(r)ϕ∗

b′(r
′)

e2

|r − r′| |ϕb(r
′)ϕb′(r) . (C.4d)

The last independent parameter is

S(η, ξ; ζ, u) ≡
∫

d3r

∫

d3r′ϕ∗
η(r)ϕ∗

ξ(r
′)

e2

|r − r′| |ϕζ(r
′)ϕu(r) . (C.4e)
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All other (finite) parameters in (C.3) are determined by the ten independent parameters
through

U(u, u) = U(v, v) = U(u, v) + 2J(u, v) , (C.5a)

U(ξ, u) = U(η, u) = (U(ζ, u) + 3U(ζ, v))/4 , (C.5b)

U(ξ, v) = U(η, v) = (3U(ζ, u) + U(ζ, v))/4 , (C.5c)

J(ξ, u) = J(η, u) = (J(ζ, u) + 3J(ζ, v))/4 , (C.5d)

J(ξ, v) = J(η, v) = (3J(ζ, u) + J(ζ, v))/4 , (C.5e)

T (η;u, v) =
√

3(U(ζ, u) − U(ζ, v))/4 = −T (ξ;u, v) , (C.5f)

A(η;u, v) =
√

3(J(ζ, u) − J(ζ, v))/4 = −A(ξ;u, v) , (C.5g)

S(ξ, η; ζ, u) = S(η, ξ; ζ, u) , (C.5h)

S(ζ, ξ; η, u) = −2S(η, ξ; ζ, u) , (C.5i)

S(ξ, η; ζ, v) = −
√

3S(η, ξ; ζ, u) , (C.5j)

S(η, ξ; ζ, v) =
√

3S(η, ξ; ζ, u) . (C.5k)

If we assume, as a further approximation, that the radial wave functions coincide, i.e.,

Rt2g(r) = Reg(r) = R(r) (C.6)

we only have three independent parameters. One may choose them as the three Racah pa-
rameters

A = F 0 − 1

9
F 4 , (C.7a)

B =
1

49
(F 2 − 5

9
F 4) , (C.7b)

C =
5

63
F 4 , (C.7c)

which are defined through the ‘Slater-Condon parameters’

F k =

∫ ∞

0
dr1r

2
1

∫ ∞

0
dr2r

2
2R

2(r1)R
2(r2)

rk
<

rk+1
>

. (C.8)

Here, r< and r> are the smaller and bigger of the two radii r1 and r2, respectively. The ten
independent cubic parameters (C.4) can, in this case, be derived from the Racah-parameters
as follows

U(u, v) = A− 4B + C , (C.9a)

J(u, v) = 4B + C , (C.9b)

U(ζ, ζ) = A+ 4B + 3C , (C.9c)

U(ξ, η) = A− 2B + C , (C.9d)

J(ξ, η) = 3B + C , (C.9e)

U(ζ, u) = A− 4B + C , (C.9f)

U(ζ, v) = A+ 4B + C , (C.9g)

J(ζ, u) = 4B + C , (C.9h)

J(ζ, v) = C , (C.9i)

S(η, ξ; ζ, u) = −
√

3B . (C.9j)





Appendix D

Equivalence of Gutzwiller Wave

Functions

As a supplement to section 4.2, we prove that, for a single-band Hubbard model, the two
spaces of variational wave functions defined by

|ΨG〉 =
∏

i

P̂i |Ψ0〉 =
∏

i,I

λ
m̂i;I

i;I |Ψ0〉 (D.1)

and
∣
∣Ψ′

G

〉
=
∏

i

P̂ ′
i

∣
∣Ψ′

0

〉
=
∏

i

gd̂i
∣
∣Ψ′

0

〉
(D.2)

are equivalent. We start from the operator indentities

m̂i;∅ = 1 − n̂i,↑ − n̂i,↓ + d̂i , (D.3a)

m̂i;s = n̂i,s − d̂i , (D.3b)

in order to write the local correlation operator P̂i in (D.1) as

P̂i =

(
λi;∅λi;d

λi;↑λi;↓

)d̂i

λi;∅

(
λi;↑
λi;∅

)n̂i,↑
(
λi;↓
λi;∅

)n̂i,↓

. (D.4)

By choosing gi = (λi;∅λi;d)/(λi;↑λi;↓) the wave function (D.1) can be written as

|ΨG〉 =
∏

i

P̂ ′
i |Φ0〉 (D.5)

with

|Φ0〉 =
∏

i

λi;∅

(
λi;↑
λi;∅

)n̂i,↑
(
λi;↓
λi;∅

)n̂i,↓ ∣
∣Ψ0

〉
. (D.6)

A comparison of (D.5) with (D.2) reveals that, in order to prove the equivalence of (D.1)
and (D.2), we just have to show that (D.6) is a single-particle product state.

Let

|Ψ0〉 =
N∏

γ=1

ĥ†γ |0〉 (D.7)

be a single-particle product state with creation operators

ĥ†γ =
∑

i

uγ,iĉ
†
i , (D.8)
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where uγ,i is some unitary matrix. We want to show that

|Φ0〉 =
∏

i

ηn̂i

i

N∏

γ=1

ĥ†γ |0〉 =
N∏

γ=1

f̂ †γ |0〉 (D.9)

with
f̂ †γ ≡

∑

i

ũγ,iĉ
†
i (D.10)

and
ũγ,i ≡ ηiuγ,i (D.11)

is also a single-particle product state for arbitrary parameters ηi. Note that the opera-
tors (D.10) are no proper fermionic creation operators since the matrix ũγ,i is not necessarily
unitary. However, we can use, for example, the Gram-Schmidt procedure to generate coeffi-
cients αγ,γ′ such that

ĝ†γ =

γ
∑

γ′=1

αγ,γ′ f̂ †γ′ (D.12)

is a proper set of fermionic creation operators. With these new operators, we can write the
state (D.9) as

N∏

γ=1

f̂ †γ |0〉 = C−1
N∏

γ=1

ĝ†γ |0〉 , (D.13)

where

C ≡
N∏

γ=1

αγ,γ (D.14)

is an irrelevant renormalisation constant. With equation (D.13), we have succeeded to show
that (D.9) and (D.6) are single-particle product states and, therefore, the two spaces of vari-
ational wave functions (D.1) and (D.2) coincide.



Appendix E

Symmetry Considerations

E.1 Elements of the Variational-Parameter Matrix

The Gutzwiller correlation operator (4.25b) contains the matrix of variational parameters
λΓ,Γ′ = λi;Γ,Γ′ for each lattice site i. Here, we address the question what symmetries these
parameters have to obey in order not to violate the symmetry of the system.

Any point-symmetry operation ξ on a lattice site i, described by an operator Ŝi,ξ, should
leave the Gutzwiller wave function invariant,

Ŝi,ξ |ΨG〉 = |ΨG〉 , (E.1)

apart from an irrelevant phase factor, which is skipped in equation (E.1). We assume that, by
construction, the single-particle state |Ψ0〉 in (4.25a) has the correct symmetry, i.e., we have

Ŝi,ξ |Ψ0〉 = |Ψ0〉 (E.2)

for all ξ. Both equations (E.1) and (E.2) together lead to the condition

[
Ŝi,ξ, P̂G

]
= 0 ⇔

[
Ŝi,ξ, P̂i

]
= 0 . (E.3)

Usually one chooses the local states |Γ〉 as the eigenstates of some auxiliary local Hamilto-
nian that has the correct site symmetry. In this way, the basis states |Γ〉 automatically belong
to a certain irreducible representation R of the symmetry group, i.e., they are in a certain
subspace HR,i and transform like

Ŝi,ξ |Γ〉 =
∑

Γ′∈HR,i

DR
Γ,Γ′(ξ)

∣
∣Γ′〉 . (E.4)

Here, the elements of the matrices D̃R(ξ) obey the orthogonality theorem [292]

∑

ξ

(
DR

Γ1,Γ2
(ξ)
)∗
DR′

Γ3,Γ4
(ξ) ∼ δR,R′δΓ1,Γ3δΓ2,Γ4 (E.5)

The explicit form of the correlation operator (4.25b) and equation (E.4) together yield the
condition

[
λ̃, D̃(ξ)

]
= 0 , (E.6)

which the variational-parameter matrix λΓ,Γ has to meet in order to ensure the correct sym-
metry of the Gutzwiller wave function. The elements of the matrix D̃(ξ) in (E.6) are either
zero or given as DΓ,Γ(ξ) = DR

Γ,Γ′(ξ) for states |Γ〉, |Γ〉′ that belong to the same irreducible

subspace HR,i.
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E.2 Diagonal Local Matrices

We skip the constant lattice site index in this section. There are three purely local matrices
that enter the Gutzwiller energy functional : (i) the uncorrelated local density matrix C0

σ,σ′

(equation (5.35)), (ii) the renormalisation matrix qσ′

σ (equation (5.80a)) and (iii) the constraint
matrix Cσ,σ′ defined by the on the r.h.s. of equation (5.47b).

First, we show that C̃0 is diagonal if all orbitals |σ〉 belong to an irreducible representation
R of the point-symmetry group and each representation appears only once. This condition
excludes, e.g., lattice sites with two s-orbitals. With equation (E.2) and the unitarity Ŝ+

ξ Ŝξ = 1

of the symmetry operators Ŝ+
ξ , we find

C0
σ,σ′ = 〈Ψ0|ĉ†σ ĉσ′ |Ψ0〉 (E.7a)

= 〈Ψ0|Ŝξ ĉ
†
σŜ

+
ξ Ŝξ ĉσ′Ŝ

+
ξ |Ψ0〉 . (E.7b)

The transformation
Ŝξ ĉ

†
σŜ

+
ξ =

∑

σ′

DR
σ,σ′(ξ)ĉ

†
σ′ (E.8)

of the fermionic operators yields

C0
σ1,σ2

=
∑

σ′
1,σ′

2

(

DR
σ1,σ′

1
(ξ)
)∗
DR

σ2,σ′
2
(ξ)C0

σ′
1,σ′

2
. (E.9)

By carrying out the sum over ξ in (E.9) the orthogonality theorem (E.5) leads to the expected
result

C0
σ,σ′ ∼ δσ,σ′ . (E.10)

For a basis |σ〉 with a diagonal local density matrix, we find

qσ′

σ ∼ 〈Ψ0|P̂ †ĉ†σP̂ ĉσ′ |Ψ0〉 , (E.11a)

Cσ,σ′ = 〈Ψ0|P̂ †P̂ ĉ†σ ĉσ′ |Ψ0〉 (E.11b)

for the renormalisation matrix and the constraint matrix. Since P̂ commutes with all operators
Ŝξ we can use exactly the same arguments as for C0

σ,σ′ to show that qσ′

σ and Cσ,σ′ are diagonal
for all orbitals |σ〉, |σ〉 that belong to different irreducible representations. The same applies
to the correlated local density matrix (5.70).

E.3 Global Spin Symmetry

The variational spin-wave dispersion (8.72) is gapless only if the Gutzwiller wave function |ΨG〉
is an eigenstate of the global spin operator Ŝ2 and its z-component Ŝz, see equations (8.74)-
(8.77). This symmetry is not fulfilled for an arbitrary choice of the variational parameters
λΓ,Γ′ in (4.25b). In this appendix, we introduce two ways to implement the correct spin
symmetry. Without loss of generality, we consider a diagonal variational-parameter matrix
λΓ,Γ′ = δΓ,Γ′λΓ, with unspecified multiplet states |Γ〉.

The first way to guarantee the global spin symmetry starts from the observation that the
single-particle product state |Ψ0〉 in (4.25a) can readily be chosen as an eigenstate both of Ŝz

and Ŝ2. Recall that any wave function of the form

|Ψ0〉 =
∏

γ

ĉ†γ,↑ĉ
†
γ,↓
∏

γ′

ĉ†γ′,↑ |0〉 (E.12)
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is an eigenstate of Ŝ2 and Ŝz with eigenvalues Sz and Sz(Sz +1), respectively. Here, the states
|γ′〉 belong to an arbitrary basis of spatial single-particle wave functions.

With a single-particle wave function of the form (E.12), |ΨG〉 is an eigenstate of Ŝz with
the same eigenvalue Sz if the states |Γ〉 are chosen as eigenstates of the local spin operator Ŝi,z

in z-direction. Then, we ensure the correct spin-symmetry if |ΨG〉 is an eigenstate of

Ŝ+Ŝ− = Ŝ2 + Ŝz − (Ŝz)2 . (E.13)

This is equivalent to
〈
Ŝ+Ŝ−〉

ΨG
= 2Sz (E.14)

since we may assume that the spin in |ΨG〉 has a maximal component in z-direction. The
left-hand-side of equation (E.14),

〈
Ŝ+Ŝ−〉

ΨG
=
∑

i,j,b,b′

〈
ΨG

∣
∣ĉ†i,b,↑ĉi,b,↓ĉ

†
j,b′,↓ĉj,b′,↑

∣
∣ΨG

〉
(E.15)

can be evaluated in the limit of infinite spatial dimensions, see reference [151]. This equation
constitutes one additional condition for the variational parameters λΓ that need to be met to
ensure the correct spin symmetry. However, this condition is not very useful because it contains
non-local expectation values, which makes its implementation into a numerical minimisation
scheme quite difficult. Therefore, we propose a second, more feasible strategy on how the
correct spin symmetry can be established.

We will show that

Ŝ+Ŝ− |ΨG〉 =
(
S(S + 1) − Sz(Sz − 1)

)
|ΨG〉 = 2Sz |ΨG〉 (E.16)

is fulfilled if the following conditions are met:

i) Each state |Γ〉i belongs to a well defined spin-multiplet, |Γ〉i ∈ M̃i,D, where the set

M̃D ≡
{

|ΓSz

D 〉i
}

(E.17)

contains states |ΓSz

D 〉i with a total spin SD and a z-component −SD ≤ Sz ≤ SD.

ii) The variational parameters λΓ = λD are the same for all states that belong to the same
spin-multiplet.

To prove equation (E.16), we first note that the projector on the multiplet M̃i,D,

P̂i,D ≡
SD∑

Sz=−SD

|ΓSz

D 〉i i〈ΓSz

D | , (E.18)

commutes with all spin operators, i.e., we have

[P̂i,D, Ŝ
+/−
j ] = 0 (E.19)

for all i, j. From this equation, we conclude that

[Ŝ+/−, P̂G] = 0 , (E.20)

since we can write the local correlation operator (4.25b) as

P̂i =
∑

D

λDP̂i,D . (E.21)
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This leads us directly to the proof of equation (E.16)

Ŝ+Ŝ−|ΨG〉 = P̂GŜ
+Ŝ− |Ψ0〉 = (Sz(Sz + 1) − Sz(Sz − 1))P̂G |Ψ0〉 (E.22a)

= 2Sz|ΨG〉 . (E.22b)

Note that condition ii) reduces the number of variational-parameters significantly because
all parameters λΓ for states |Γ〉 that belong to the same spin multiplet are now determined
by just one parameter λD. However, this restriction still allows different occupations of the
several z-components because occupation expectation values

mΓ = λΓS
m0

Γ (E.23)

also depend on the single-particle state |Ψ0〉. An implementation of the additional constraints
into the minimisation algorithm, which we describe in appendix H, is straightforward.



Appendix F

Systems with Superconductivity

In this appendix, we summarise the main results for Gutzwiller wave functions with a super-
conducting order parameter in the limit of infinite spatial dimensions. In order to describe
superconductivity, we work with single-particle wave functions |Ψ0〉 in the Gutzwiller Ansatz
that have finite pairing amplitudes

∆0;σ,σ′

i,j ≡ 〈ĉ†i,σ ĉ
†
j,σ′〉Ψ0 =

(
〈ĉj,σ′ ĉi,σ〉Ψ0

)∗
. (F.1)

Technically, the main problem for the diagrammatic evaluation in infinite dimensions arises

from the local (‘anomalous’) pairing amplitudes ∆0;σ,σ′

i,i while the non-local amplitudes, in
principle, can be evaluated like hopping operators in section 5.2. In order to deal with normal
and anomalous terms of the local density matrix on an equal footing, we introduce the tensor
C̃0

i with the elements

C0;α,α′

i;σ,σ′ ≡ 〈ĉαi,σ ĉα
′

i,σ′〉Ψ0 , (F.2)

which generalises the local density matrix, equation (5.35). Here, the superscripts α, α′ = +/−
were introduced in order to distinguish creation and annihilation operators,

ĉ+ ≡ ĉ† , ĉ− ≡ ĉ . (F.3)

Mathematically, these superscripts are interpreted as numbers, e.g., for α = − we have

ĉα ≡ ĉ , ĉ−α ≡ ĉ† . (F.4)

As we will see below, the anomalous local amplitudes force us to work with a local corre-
lation operator

P̂ =
∑

Γ,Γ′

λΓ,Γ′ |Γ〉
〈
Γ′∣∣ , (F.5)

in which λΓ,Γ′ is finite not only for states with equal particle number, ∆NΓ,Γ′ ≡ |Γ| − |Γ′| = 0,
but also for those states with an even (and finite) difference ∆NΓ,Γ′ . For example, the proper
local correlation operator for the single-band Hubbard model with a finite local amplitude

∆0 ≡ C0;+,+
↑,↓ (F.6)

turns out to be

P̂ = λdm̂d +
∑

s

λsm̂s + λ∅m̂∅ +
(

λB ĉ
†
↑ĉ

†
↓ + h.c.

)

. (F.7)

Note that we frequently drop lattice site indices in formulae for local quantities.
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F.1 Diagrammatics and Local Constraints

In order to evaluate a general expectation value of the form (5.18), we may use again Wick’s
theorem, which also applies to systems with finite pairing amplitudes, see appendix A. This
leads us to the diagrammatic evaluation, which we introduced in section 5.1.2, with the only
difference that lattice sites are now also connected by lines that are ingoing or outgoing on
both sides. Such lines represent the anomalous contractions, equation (F.1), in addition to
the normal contractions, equation (5.20). All other diagrammatic rules remain unchanged, in
particular the scaling of diagrams with the spatial dimension D, see section 5.1.1

For the evaluation of the expectation values (5.38) in infinite dimension, we expand P̂ †
mP̂m

in terms of Hartree-Fock operators

[
P̂ †P̂

]HF
=

∑

I1,I2
(|I1|+|I2|≥2)

xI1,I2

(

Ĉ†
I1
ĈI2 −

[
Ĉ†

I1
ĈI2

]HF
)

, (F.8)

in the same way as in equation (5.40a). Note that the definition (F.8) generalises equa-
tion (5.40b) because, here, the particle numbers |Ii| need not to be the same and, accordingly,
we have to work with the condition |I1| + |I2| ≥ 2 instead of |Ii| ≥ 1 in (5.40b). All other
definitions in connection with the Hartree-Fock operators, i.e., equations (5.41), remain un-
changed.

For example, in the case of the single-band correlation operator (F.7), one has to expand

P̂ 2 = (λ2
d + |λB|2)m̂d +

∑

s

λ2
sm̂s + (λ2

∅ + |λB|2)m̂∅ + (λ∅ + λd)(λB ĉ
†
↑ĉ

†
↓ + h.c.) (F.9a)

=
(

λ2
d −

∑

s

λ2
s + λ2

∅ + 2|λB|2
)

ĉ†↑ĉ
†
↓ĉ↓ĉ↑ (F.9b)

+
∑

s

(λ2
s − λ2

∅ − |λB|2)ĉ†sĉs + (λ∅ + λd)(λB ĉ
†
↑ĉ

†
↓ + h.c.) + λ2

∅

in terms of the Hartree-Fock operators

[
ĉ†↑ĉ

†
↓ĉ↓ĉ↑

]HF
=

∑

s

ĉ†sĉs
〈
ĉ†s̄ĉs̄

〉

Ψ0
+ ĉ†↑ĉ

†
↓
〈
ĉ↓ĉ↑

〉

Ψ0
+ ĉ↓ĉ↑

〈
ĉ†↑ĉ

†
↓
〉

Ψ0
(F.10a)

−
〈
ĉ†↑ĉ↑

〉

Ψ0

〈
ĉ†↓ĉ↓

〉

Ψ0
,

[
ĉαs ĉ

α′

s′
]HF

=
〈
ĉαs ĉ

α′

s′
〉

Ψ0
, (F.10b)

to set up [P̂ 2]HF.
By construction, the terms ∼ xI1,I2 in the expansion (F.8) generate diagrams with exactly

|I1| (|I2|) lines leaving (entering) a site. For the expansion in infinite dimensions, we demand
that all inner vertices have at least four incoming or outcoming lines, i.e., the coefficients xI1,I2

have to fulfil

xm;∅,∅ = 1 , (F.11a)

xm;I1,I2 = 0 , (F.11b)

for all Ii with |I1|+|I2| = 2. By definition of the Gutzwiller correlation operator (F.5), |I1|−|I2|
is an even number and the case |I1| + |I2| = 1 with a single line entering a vertex is therefore
excluded. Relations (F.11) are equivalent to the local conditions

1 = 〈P̂ †P̂ 〉Ψ0 , (F.12a)

〈ĉασ ĉα
′

σ′ 〉Ψ0 = 〈ĉασ ĉα
′

σ′ P̂ †P̂ 〉Ψ0 , (F.12b)
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which, using equation (F.2), can be written explicitly as

1 =
∑

I1,I2

λI1,I2m
0
I1,I2 , (F.13a)

C0;α,α′

σ,σ′ =
∑

I1,I2,I3

〈I1|ĉασ ĉα
′

σ′ |I3〉λI3,I2m
0
I1,I2 . (F.13b)

Here, the coefficients λI1,I2 are defined in equations (5.39) and the expectation values m0
I1,I2

can be evaluated with Wicks’s theorem. Note that we find equivalent sets of constraints if we
move the operators P̂ †P̂ relative to ĉασ or ĉα

′

σ′ in (F.12).
For example, in case of the single-band model with the correlation operator (F.7) and the

corresponding square (F.9a), the constraints are given by

1 = (λ2
d + |λB|2)m0

d +
∑

s

λ2
sm

0
s + (λ2

∅ + |λB|2)m0
∅ + (λ∅ + λd)(λB∆0 + c.c.) , (F.14a)

n0
s = (λ2

d + |λB|2)m0
d + λ2

sm
0
s + (λ∅ + λd)λB∆0 , (F.14b)

∆0 = (λ2
∅ + |λB|2)∆0 + (λ∅ + λd)λ

∗
Bm

0
d , (F.14c)

where we introduced

m0
∅ = (1 − n0

↑)(1 − n0
↓) + |∆0|2 , (F.15a)

m0
s = n0

s(1 − n0
s̄) − |∆0|2 , (F.15b)

m0
d = n0

↑n
0
↓ + |∆0|2 , (F.15c)

and ∆0 has been defined in equation (F.6).

F.2 Expectation Values

The evaluation of the local Hamiltonian Ĥloc in equations (5.62)-(5.66) remains basically un-
changed for systems with superconducting pairing. One just has to keep in mind that expec-

tation values such as m0
I1,I4

in equation (5.66) or m0;σ′

I1\σ′,I4
in equation (5.81) are not given by

equation (A.10), but they have to be determined by means of the diagrammatic rules described
at the end of appendix A. For example,the expectation value for a local double-occupancy
operator in the one-band model is given by

d = 〈d̂〉ΨG
= (λ2

d + |λB|2)m0
d (F.16)

with m0
d introduced in (F.15c).

All other local expectation values are also given by their respective counterparts in sec-
tion 5.2. In particular, the evaluation of the correlated local density matrix leads to equa-
tion (5.71) for the normal as well as for the anomalous parts of this matrix, i.e., we have

Cα,α′

σ,σ′ ≡ 〈ĉασ ĉα
′

σ′ 〉ΨG
=

∑

I1,...,I4

λ∗I4,I1λI3,I2〈I4|ĉασ ĉα
′

σ′ |I3〉m0
I1,I2 . (F.17)

The main difference between wave functions with and without superconductivity arises for
the expectation values 〈ĉ†i,σ1

ĉj,σ2
〉ΨG

of hopping operators since there are now four different
possibilities for a single line connecting the sites i and j. We find

〈
ĉ†i,σ1

ĉj,σ2

〉

ΨG
=

∑

σ′
1,σ′

2

[

q
σ′
1

σ1

(

q
σ′
2

σ2

)∗ 〈
ĉ†
i,σ′

1
ĉ
j,σ′

2

〉

Ψ0
+ q̄

σ′
1

σ1

(

q
σ′
2

σ2

)∗ 〈
ĉ
i,σ′

1
ĉ
j,σ′

2

〉

Ψ0
(F.18)

+q
σ′
1

σ1

(

q̄
σ′
2

σ2

)∗ 〈
ĉ†
i,σ′

1
ĉ†
j,σ′

2

〉

Ψ0
+ q̄

σ′
1

σ1

(

q̄
σ′
2

σ2

)∗ 〈
ĉ
i,σ′

1
ĉ†
j,σ′

2

〉

Ψ0

]

,
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as a generalisation of equation (5.78). The ‘normal’ elements qσ′

σ of the renormalisation matrix
can be derived as in equations (5.79)-(5.81). For the anomalous elements q̄σ′

σ , we start from

equation (5.79) and sum over all possibilities to take an annihilation operator ĉi,σ′ out of
|I1〉 〈I4| in order to create a line with another creation or annihilation operator on site j.
There are three different contributions depending on whether the index σ′ is an element of
I1 ∩ I4, I4\(I1 ∩ I4), or J = (1, . . . , N)\(I1 ∪ I4). Altogether, this leads to

q̄σ′

σ =
∑

I1,...,I4

λ∗I2,I1λI3,I4〈I2|ĉ†σ|I3〉H̄σ′

I1,I4 , (F.19)

where we introduced

H̄σ′

I1,I4 ≡ (1 − fσ′,I4)〈I1|ĉσ′ |I1 ∪ σ′〉m0
I1∪σ′,I4 (F.20)

+〈I4\σ′|ĉσ′ |I4〉
(

fσ′,I1m
0
I1,I4\σ′ + (1 − fσ′,I1)m

0;σ′

I1,I4\σ′

)

.

For example, in the case of the one-band model with the correlation operator (F.7), we
find

P̂ †ĉ†sP̂ = λdλs̄ĉ
†
sĉ

†
s̄ĉs̄ + λ∅λsĉ

†
sĉs̄ĉ

†
s̄ ± λ∗B(λs̄ĉs̄ĉsĉ

†
s + λs̄ĉ

†
sĉs̄ĉs) , (F.21)

where the + and − sign apply to s =↑ and s =↓, respectively. An evaluation of (F.21) leads
to a renormalisation matrix whose finite elements are

qs
s = λdλs̄n

0
s̄ + λ∅λs(1 − n0

s̄) + λ∗B(λs + λs̄)∆
∗
0 , (F.22a)

q̄s̄
s = ±

[
(λdλs̄ − λ∅λs)∆0 + λ∗B(λs̄(1 − n0

s) − λsn
0
s)
]
. (F.22b)

Note that the different signs in (F.22b) for spins s =↑, ↓ are usually irrelevant since they are
cancelled out in expectation values, e.g., for the hopping operator we find

〈ĉ†i,sĉj,s〉ΨG
= |qs

s|2〈ĉ†i,s̄ĉj,s̄〉Ψ0 + |q̄s̄
s|2〈ĉi,s̄ĉ

†
j,s̄〉Ψ0 (F.23)

+q̄s̄
s (qs

s)
∗ 〈ĉi,s̄ĉj,s〉Ψ0 + qs

s

(
q̄s̄
s

)∗ 〈ĉ†i,sĉ
†
j,s̄〉Ψ0 ,

as long as all expectation values with respect to |Ψ0〉 have the correct spin symmetry.

F.3 Minimisation of the Ground-State Energy Functional

Summarising the results of section F.2 we set up the Gutzwiller energy functional and derive
the effective single-particle Hamiltonian that describes quasi-particle excitations. We start
with a derivation for general multi-band Hubbard models in section F.3.1. In section F.3.2,
the results are specified for a single-band model.

F.3.1 Multi-Band Hubbard Models

The variational ground-state energy for systems with superconducting order is given by equa-
tion (5.87) with the modified single-particle energy functional

E0({λ̃i}, {C̃0
i }, |Ψ0〉) =

∑

i,j;σ,σ′

∑

α,α′=+,−
tα,α′;σ,σ′

i,j 〈Ψ0|ĉαi,σ ĉα
′

j,σ′ |Ψ0〉 . (F.24)
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Here, we introduced the effective hopping amplitudes

t+,−;σ,σ′

i,j ≡ 1

2

∑

ττ ′

((
qσ
i;τ

)∗
qσ′

j;τ ′tττ ′

i,j −
(
q̄σ
i;τ

)∗
q̄σ′

j;τ ′t
τ ′,τ
j,i

)

, (F.25a)

t−,+;σ,σ′

i,j ≡ −
(

t+,−;σ,σ′

i,j

)∗
, (F.25b)

t+,+;σ,σ′

i,j ≡ 1

2

∑

ττ ′

((
qσ
i;τ

)∗ (
q̄σ′

j;τ ′

)∗
tττ ′

i,j −
(
q̄σ
i;τ

)∗ (
qσ′

j;τ ′

)∗
tτ

′,τ
j,i

)

, (F.25c)

t−,−;σ,σ′

i,j ≡ −
(

t+,+;σ,σ′

i,j

)∗
. (F.25d)

We assume, as we did in section 5.3, that the constraints (F.13) are satisfied explicitly,
i.e., by a proper choice of the variational parameters λi;Γ,Γ′ with |Γ| + |Γ′| ≤ 2. In this case,
the energy is a functional of the remaining independent parameters λi

i;Γ,Γ′ , the local density

matrices C̃0
i , and the wave function |Ψ0〉. We introduce Lagrange multipliers ηα,α′

i;σ,σ′ and ESP

for the density matrix equation (F.2) and the normalisation of |Ψ0〉. Furthermore, we fix the
avarage total particle number

N = Ln =
∑

i,σ

C+,−
i;σ,σ({λ̃i

i}, {C̃0
i }) (F.26)

by means of the Lagrange multiplier EF. Note that, unlike in section 5.3, the total parti-
cle numbers in |Ψ0〉 and |ΨG〉 do not coincide since the correlation operator (F.5) does not
commute with the operator (5.75) for the local particle number.

With the Lagrange-parameter terms, we write the variational ground-state energy Evar
0 as

Evar
0 = Minimum

{λ̃i
i},{C̃0

i },{η̃i},|Ψ0〉,EF,ESP
Ec

(

{λ̃i
i}, {C̃0

i }, {η̃i}, |Ψ0〉, EF, E
SP
)

, (F.27a)

Ec(. . .) = EG

(

{λ̃i
i}, {C̃0

i }, |Ψ0〉
)

− ESP (〈Ψ0|Ψ0〉 − 1)

+
∑

i,σ,σ′

∑

α,α′

[

ηα,α′

i;σ,σ′

(

C0;α,α′

i;σ,σ′ − 〈Ψ0|ĉαi,σ ĉα
′

i,σ′ |Ψ0〉
)

+ c.c.
]

(F.27b)

+EF

(

N −
∑

i,σ

C+,−
i;σ,σ

(

{λ̃i
i}, {C̃0

i }
))

.

The minimisation with respect to |Ψ0〉 can be carried out explicitly and leads to the effective
single-particle Schrödinger equation

Ĥeff
0 |Ψ0〉 = ESP

(

{λ̃i
i}, {C̃0

i }, {η̃i}
)

|Ψ0〉 , (F.28a)

Ĥeff
0 ≡ 1

2

∑

i,σ;j,σ′

∑

α,α′

[(

tα,α′;σ,σ′

i,j − 2δi,jη
α,α′

i;σ,σ′

)

ĉαi,σ ĉ
α′

j,σ′ + h.c.
]

(F.28b)

= K0 +
1

2

∑

i,σ;j,σ′

∑

α,α′

[[

tα,α′;σ,σ′

i,j − δi,j

(

ηα,α′

i;σ,σ′ − ηα′,α
i;σ′,σ

)]

ĉαi,σ ĉ
α′

j,σ′ + h.c.
]

,

where
K0 = −

∑

i,σ

[(

η+,−
i;σ,σ + η−,+

i;σ,σ

)

+ c.c.
]

. (F.29)

The optimum wave function |Ψ0〉 is assumed to be the ground state of the Hamiltonian (F.28c).
In this way, |Ψ0〉 becomes a function of {λ̃i

i}, {C̃0
i }, {η̃i}, and the remaining task is to find the
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minimum

Evar
0 = Minimum

{λ̃i
i},{C̃0

i },{η̃i},EF

Ec({λ̃i
i}, {C̃0

i }, {η̃i}, EF) , (F.30a)

Ec(. . .) = ESP
(

{λ̃i
i}, {C̃0

i }, {η̃i}
)

+
∑

i

Ei;loc(λ̃
i
i, C̃

0
i ) (F.30b)

+
∑

i;σ,σ′

[
∑

α,α′

(

ηα,α′

i;σ,σ′C
α,α′

i;σ,σ′ + c.c.
)

− δσ,σ′EF

(

C+,−
i;σ,σ

(

{λ̃i
i}, {C̃0

i }
)

− n
)
]

.

For a translationally invariant system, the single-particle Hamiltonian in the Bloch basis
with wave vectors k has the form

Ĥeff
0 = K0 +

∑

k;σ,σ′

∑

α,α′

εα,α′

σ,σ′ (k)ĉα(αk),σ ĉ
α′

(−α′k),σ′ , (F.31)

where the coefficients

εα,α′

σ,σ′ (k) =
1

L

∑

i,j

e−ik(Rj−Ri)

(

tα,α′;σ,σ′

i,j − 1

2
δi,j

(

ηα,α′

σ,σ′ − ηα′,α
σ′,σ +

[

η−α′,−α
σ′,σ

]∗
−
[

η−α,−α′

σ,σ′

]∗))

=
1

2

∑

ττ ′

Qα,α′;σ,σ′

ττ ′ ε0τ,τ ′(k) − 1

2

(

ηα,α′

σ,σ′ − ηα′,α
σ′,σ +

[

η−α′,−α
σ′σ

]∗
−
[

η−α,−α′

σ,σ′

]∗)
(F.32)

are the elements of the matrices ε̃α,α′

k . In (F.32), we introduced the bare energy-band matrix

ε0σ,σ′(k) ≡ 1

L

∑

i,j

tσ,σ′

i,j eik(Ri−Rj) , (F.33)

and the coefficients

Q+,−;σ,σ′

ττ ′ = (qσ
τ )∗ qσ′

τ ′ − (q̄σ
τ )∗ q̄σ′

τ ′ , (F.34a)

Q−,+;σ,σ′

ττ ′ = −
(

Q+,−;σ,σ′

ττ ′

)∗
(F.34b)

Q+,+;σ,σ′

ττ ′ = (qσ
τ )∗
(

q̄σ′

τ ′

)∗
− (q̄σ

τ )∗
(

qσ′

τ ′

)∗
, (F.34c)

Q−,−;σ,σ′

ττ ′ = −
(

Q+,+;σ,σ′

ττ ′

)∗
. (F.34d)

Let us regard the operators ĉαk,σ as elements of vectors ĉα
k. Then, the effective Hamiltonian

Ĥeff
0 can be written in terms of matrix products,

Ĥeff
0 = K0 +

∑

k

(

ĉ
†
k

ĉ−−k

)T(
ε̃+,−
k ε̃+,+

k

ε̃−,−
k ε̃−,+

k

)(
ĉ−k
ĉ
†
−k

)

. (F.35)

The matrix in (F.35) may be diagonalised by means of a Bogoliubov transformation

(
ĉ−k
ĉ
†
−k

)

=

(
ũ−,−

k ũ−,+
k

ũ+,−
k ũ+,+

k

)(

ĥ−
k

ĥ
†
−k

)

, (F.36)

where we introduced new fermionic operators ĥα
k and matrices ũα,α′

k with elements ĥα
k,γ and

uα,α′

σγ (k), respectively. For reasons of consistency, the matrices ũα,α′

k obey the symmetries

ũ+,+
−k =

(

ũ−,−
k

)∗
, ũ+,−

−k =
(

ũ−,+
k

)∗
. (F.37)
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The fermionic commutation rules of the new operators ĥα
k are ensured when the matrix

in (F.36) is unitary. In (F.35)–(F.37) we have used the standard notations for the trans-
position M̃T, the complex conjugate M̃∗, and the Hermitian conjugate M̃ † of a matrix M̃ .

After the diagonalisation, Ĥeff
0 becomes

Ĥeff
0 = K0 +

1

2

∑

k

(

Ek,γ ĥ
†
k,γ ĥk,γ − Ek,γ ĥk,γ ĥ

†
k,γ

)

= K0 + E0 +
∑

k

Ek,γ ĥ
†
k,γ ĥk,γ , (F.38)

where the real quantities Ek,γ = δγγ′Eγγ′(k) are the elements of the diagonal matrix

Ẽk = 2
∑

α,α′

(

ũ
(−α)−
k

)†
ε̃α,α′

k ũα′−
k , (F.39)

and

E0 = −1

2

∑

k

Tr
(

Ẽk

)

. (F.40)

For the derivation of equations (F.38)–(F.39), we have used the following symmetries of the

matrices ε̃α,α′

k ,

ε̃α,α′

−k = −
(

ε̃α
′,α

k

)T
= −

(

ε̃α
′,α

k

)∗
(α 6= α′) , (F.41a)

ε̃α,α
−k = −

(
ε̃α,α
k

)T
= −

(

ε̃α
′,α′

k

)∗
(α 6= α′) . (F.41b)

They follow from (F.32) and

ε0γ′,γ(k) =
(
ε0γ,γ′(k)

)∗
= ε0γ,γ′(−k) , (F.42)

which results from the hermiticity of Ĥ0 and the fact that our electron-transfer amplitudes are

real. Note that the matrices ũα,α′

k , ε̃α,α′

k , the operators ĥα
k,γ , and the energies Ek,γ still depend

on the parameters λ̃i, η̃, C̃0. The Fermi gas ground state of (F.38) is given by

∣
∣Ψ0

(
λ̃i, η̃, C̃0

)〉
=
∏

k,γ

′
ĥ†k,γ |vacuum〉 . (F.43)

Here, the prime indicates that only those single-particle states with

Ek,γ

(

λ̃i, η̃, C̃0
)

≤ EF ≡ 0 (F.44)

are filled and

ESP
(

λ̃i, η̃, C̃0
)

= K0 (η̃) + E0

(

λ̃i, η̃, C̃0
)

+
∑

k,γ

′
Ek,γ

(

λ̃i, η̃, C̃0
)

(F.45)

is the energy of the BCS-type ground state. In principle, the variational ground-state energy
can now be calculated by a minimisation of the energy functional

Ec(λ̃
i, C̃0, η̃, EF) = ESP

(

λ̃i, C̃0, η̃
)

+ Eat
(

λ̃i, C̃0
)

+ L
∑

σ,σ′

∑

α,α′

(

ηα,α′

σ,σ′ C
α,α′

σ,σ′ + c.c.
)

+LEF

(

n−
∑

σ

C+,−
σ,σ

(
λ̃i, C̃0

))

(F.46)

with respect to all parameters in λ̃i, C̃0, η̃, EF.
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F.3.2 Example: One-Band Hubbard Model

We introduced the correlation operator for a one-band model with a local order parameter ∆0

in equation (F.7). It leads to the constraints (F.14), which can be used to express the three
parameters λ∅, λs, λB in terms of the fourth parameter λd,

λ2
1 = 1 + x(m0

d − n0) ,

λ2
∅ = λ2

d − x(1 − 2n0) , (F.47)

λ2
B = 1 − λ2

d + xm0
∅ .

Here, we introduced the abbreviation

x =
B

2A2

(√

1 − 4A2C

B2
− 1

)

(F.48)

with

A = ∆2
0 + (1 − 2n0)m

0
∅ ,

B = −4λ2
d∆

2
0m

0
∅ + 2A(1 − λ2

d)(1 − 2n0) , (F.49)

C = (1 − λ2
d)
(
(1 − 2n0)

2(1 − λ2
d) − 4∆2

0λ
2
d

)
.

We work with a real pairing amplitude ∆0 and assume that all quantities are spin-independent,
i.e., it is λ1 ≡ λs, n0 ≡ n0

s, and m0
1 ≡ m0

s.
The expectation value of the kinetic energy is given by

∑

i,j,s

ti,j〈ĉ†i,sĉj,s〉G = ti,j

(

q2〈ĉ†i,sĉj,s〉Ψ0 + q̄2〈ĉi,s̄ĉ
†
j,s̄〉Ψ0

)

(F.50)

where we used
∑

i,j,s

ti,j〈ĉ†i,sĉ
†
j,s̄〉Ψ0 =

∑

i,j,s

ti,j〈ĉi,sĉj,s̄〉Ψ0 = 0 (F.51)

for real hopping parameters ti,j . The renormalisation factors for normal and anomalous hop-
ping, q ≡ qs

s and q̄ ≡ |q̄s̄
s|, were introduced in equations (F.22).

The variational energy for the one-band Hubbard model then reads

EG = 〈Ĥ〉G = Q〈Ψ0|Ĥ0|Ψ0〉 + Ud ≡ QE0 + Ud (F.52)

with the band-with renormalisation

Q ≡ q2 − q̄2 , (F.53)

and the double occupancy d given in equation (F.16). It has to be minimised with respect to
λd and |Ψ0〉 whereby the equations

∆0 = 〈ĉ†i,↑ĉ
†
i,↓〉Ψ0 , (F.54a)

n0 = 〈ĉ†i,sĉi,s〉Ψ0 , (F.54b)

and the normalisation of |Ψ0〉 need to be obeyed. For this purpose, we introduce Lagrange
parameters ηn, ηs and ESP. Furthermore, we keep the average number of particles

n̄ =
N

L
≡ n(λd, n0,∆0) = (2λ2

1m
0
1 + 2d) , (F.55)
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fixed by means of a Lagrange parameter EF. The minimisation problem then becomes

Evar
0 = Minimum

λd,ηn,ηs,EF,|Ψ0〉

[

Evar − ESP (〈Ψ0|Ψ0〉 − 1)

+ηs

∑

i,σ

(∆0 − 〈Ψ0|ĉ†i,↑ĉ
†
i,↓|Ψ0〉 + c.c.) (F.56)

+ηn

∑

i,σ

(n0 − 〈Ψ0|ĉ†i,σ ĉi,σ|Ψ0〉) + EFL(n̄− n(λd, n0,∆0))
]

.

The minimisation with respect to |Ψ0〉 can be carried out explicitly and leads to an effective
Schrödinger equation in momentum space,

Ĥeff |Ψ0〉 = ESP|Ψ0〉 , (F.57a)

Ĥeff =
∑

k,σ

εkĉ
†
k,σ ĉk,σ + ηs

∑

k

(ĉ†k,↑ĉ
†
−k,↓ + h.c.) (F.57b)

with

εk = −ηn +Qε0k , (F.58a)

ε0k =
1

L

∑

i,j

ti,je
−ik(i−j) . (F.58b)

The single-particle Schrödinger equation (F.57a) is readily solved,

Ĥeff =
∑

k

Ek

(

ĥ†k,0ĥk,0 + ĥ†k,1ĥk,1

)

+ const. , (F.59)

by means of a Bogoliubov transformation

ĉk,↑ = ukĥk,0 + vkĥ
†
−k,1 , (F.60a)

ĉ†−k,↓ = −vkĥk,0 + ukĥ
†
−k,1 . (F.60b)

Here, the real coefficients uk, vk and the energies Ek are determined by the equations

Ek = εk(u2
k − v2

k) + 2ηsukvk , (F.61a)

and
2εkukvk − ηs(u

2
k − v2

k) = 0 , u2
k + v2

k = 1 , (F.61b)

which are solved by

Ek = sign(εk)
√

ε2k + η2
s = sign(ε0k)

√

(Qε0k − ηn)2 + η2
s , (F.62a)

uk =
1√
2

√

1 +
εk
Ek

, (F.62b)

vk = +sign(εkηs)
1√
2

√

1 − εk
Ek

. (F.62c)

The single-particle state |Ψ0〉 has to be chosen as the ground state of (F.59)

|Ψ0〉 =
∏

k(Ek<0)

h†k,0h
†
k,1|vac〉 . (F.63)

In reference [138], it is shown that the eigenvalues (F.62a) in the effective Hamiltonian (F.59)
can be interpreted as quasi-particle energies that might be measured in ARPES experiments.
Therefore, the parameter ηs describes the superconducting gap and Q is a measure for the
band-width renormalisation.





Appendix G

Connection with

Constrained-Search Methods

The Gutzwiller theory, as derived in chapter 5, is based on the evaluation of multi-band
Hubbard models. For the investigation of real materials, one has to connect this approach
to an ab-initio method, e.g., the Density-Functional Theory. How this can be achieved is
explained in section G.1. In section G.2, we discuss the connection between the Gutzwiller
theory and the density-matrix functional theory, which was introduced in section 3.2.5.

G.1 Gutzwiller Theory and Density-Functional Theory

There are two ways to connect the Gutzwiller method to the density-functional theory. In our
own numerical applications, see chapter 9, we have used the density-functional theory in order
to set up a suitable multi-band Hubbard model to which we applied the Gutzwiller theory. How
the relevant Hubbard model parameters can be extracted from ab-initio calculations will be
briefly described in this section. Alternatively, one can try to implement the Gutzwiller energy
functional into a modified density functional and solve the resulting equations self-consistently.
We refer the reader to references [290, 291] where such methods have been proposed.

The Kohn-Sham equations (3.60) for a given material yield a band structure EKS
k,γ , which

is hoped to cover correctly all contributions in the ab-initio Hamiltonian (2.3) except the
local (atomic) Coulomb-interaction. In order to set up a Hubbard model, we needs to find a
tight-binding Hamiltonian that reproduces the Kohn-Sham bands around the Fermi energy.

To this end, we choose a large enough set of local orbitals with a hopping matrix tσ,σ′

i,j and
local orbital potentials εi,σ, which are unspecified apart from constraints set by the symmetries
of the lattice, see, e.g., reference [214] for cubic systems. The tight-binding fit yields a band

structure Ẽk,γ [{tσ,σ′

i,j }, {εi,σ}], which is still a function of tσ,σ′

i,j and εi,σ. The hopping parameters
and the on-site energies can then be determined by minimising the cost function

Y [{tσ,σ′

i,j }, {εi,σ}] =
∑

k,γ

(
EKS

k,γ − Ẽk,γ [{tσ,σ′

i,j }, {εi,σ}]
)2
. (G.1)

with respect to tσ,σ′

i,j and εi,σ. In practical applications, it is usually sufficient and more effective
to include only a finite number of vectors k on high symmetry points in the sum (G.1). An
alternative scheme to this tight-binding fit procedure is the downfolding method, see, e.g.,
[293] and references therein. If carried our with a sufficiently large orbital basis, both methods
should lead to very similar tight-binding Hamiltonians.
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Apart from technical details, it is clear how a tight-binding Hamiltonian can be extracted
from the Kohn-Sham equations. The situation is very different for the local Coulomb inter-
action in (2.15). Obviously, the Coulomb parameters in the Hubbard model are not given
by their bare values in (2.3d). Instead, they are effective parameters, which, to a certain
extent, already contain screening effects, covered by the underlying density-functional calcula-
tion. Since the meaning of the Kohn-Sham equations for the physical many-particle system is
basically unclear, it is also impossible to formulate a controlled way to extract local Coulomb
parameters from such ab-initio calculations.

A frequently employed technique is the ‘constrained LDA’ method, which can give an
estimate of a direct Hubbard U and an exchange parameter J . Due to the fundamental
ambiguity of such procedures, however, we do not believe that the values extracted from such
calculations should be taken too seriously. Therefore, for our own calculations, we found it
inevitable to determine the Coulomb parameters by a mixture of symmetry arguments and a
fitting to experimental data. In the case of transition metals, e.g., we work with a spherical
approximation that leads to the three Racah parameters A, B, and C, see appendix C. The
parameter A is then chosen in order to reproduce the experimental band width, while the
parameters B and C follow from spectroscopy experiments of the corresponding transition-
metal ions.

G.2 Gutzwiller Theory and Density-Matrix Functional Theory

In the second part of this appendix, we show that the Gutzwiller variational theory provides a
feasible way to evaluate density-matrix functionals for multi-band Hubbard models. As argued
in section 3.2.5, for a given Hubbard Hamiltonian

ĤH =
∑

i,j

∑

σ,σ′

tσ,σ′

i,j +
∑

i

∑

Γ

EΓm̂i,Γ (G.2)

there exists a universal functional Eloc(ρ̃) of the density matrix ρ̃ with the elements ρσ,σ′

i,j

such that the ground-state energy and the ground-state density matrix are obtained from the
minimisation of

E[ρ̃] =
∑

i,j

∑

σ,σ′

tσ,σ′

i,j ρσ,σ′

i,j + Eloc(ρ̃) . (G.3)

The functional Eloc(ρ̃) cannot be calculated exactly in most cases and, therefore, the the-
orem in itself is of limited use. The Gutzwiller theory, however, provides a feasible way to
calculate Eloc(ρ̃). In the Gutzwiller theory, the local interaction is a function of the independent
variational parameters λi

Γ,Γ′ and of the local uncorrelated density matrix, see equations 5.65
and (5.48). The same holds true for the correlated density matrix, which is given in equa-
tions (5.78) and (5.71) for i 6= j and i = j, respectively. Therefore, the functional Eloc(ρ̃)
is given by a minimisation of Eloc with respect to λi

Γ,Γ′ and |Ψ0〉 where, as a constraint, the
correlated density matrix ρ̃ is kept constant. In the future, we shall investigate the issue,
whether or not the calculation of a functional Eloc(ρ̃) can lead to an improved minimisation
algorithm.

As a simple example, we consider the two-site Hubbard model, for which we can compare
the local energy functional to the exact result as derived in appendix (B.2). We only consider
the paramagnetic solution despite the fact that, as shown in section 5.4.2, it becomes unstable
for U > UC. Like in the exact solution, we have to write the interaction energy as a function
of the hopping expectation value T , equation (B.15). At half filling this expectation value in
the Gutzwiller theory is given by

T = q(d)T0 (G.4)



G.2. GUTZWILLER THEORY AND DENSITY-MATRIX FUNCTIONAL THEORY 181

with q(d) defined in (5.112) and T0 = ±1/2 where T0 has the opposite sign of t. This equation
yields the double occupancy

d(T ) =
1

4
(1 −

√

1 − T/T0) (G.5)

and, hence, the energy functional reads

EG(T ) = −4tT + 2Ud(T ) . (G.6)

Note that the functional d(T ) differs from the exact result (B.18) by the exponent of T/T0.
This difference in the exponent leads to qualitatively different results only in the large-U limit,
i.e., for T/T0 → 0. It has been argued in references [85–88] that the functional (B.18) is also a
good approximation for one-dimensional Hubbard models with an arbitrary number of lattice
sites. The authors even suggested that it could be a good starting point for the investigation
of two or three-dimensional Hubbard models, see [88].

The energy functional EG(T ) and the exact result (B.20) are displayed for several values of
t in figure B.1. Not surprisingly, the functional agrees relatively well with the exact result for
large t. For t < U/8, the Gutzwiller functional has its minimum at T = 0, which represents
the spurious paramagnetic Brinkman-Rice state without double occupancies where all particles
are localised (q = 0).





Appendix H

Numerical Minimisation of the

Gutzwiller Energy Functional

The strategy for the minimisation of the Gutzwiller energy functional, which we introduced
in section 5.3, was only useful for the determination of quasi-particle energies in section 7.3.
For the actual numerical minimisation of the multi-band energy functional, one has to employ
different strategies, which we discuss in this appendix.

The Gutzwiller energy functional, for a translationally invariant system, has the form

EG

(
v, C̃0, |Ψ0〉

)
= L

∑

σ1,σ2,σ′
1,σ′

2

q
σ′
1

σ1q
σ′
2

σ2Eσ1,σ2,σ′
1,σ′

2
+ L

∑

Z,Z′

UZ,Z′vZvZ′ , (H.1)

where we used the abbreviation vZ for the nv variational parameters

vZ =
λΓ,Γ′

√

m0
Γm

0
Γ′

, (H.2)

which are considered as the elements of a vector v. In our calculations on transition metals,
we found the inner minimisation, as described in the following section, to be faster by orders
of magnitude if we use the variational parameters (H.2) instead of λΓ,Γ′ . So far, we have not
found a satisfactory explanation for this numerical observation.

In equation (H.1), we introduced the tensor

Eσ1,σ2,σ′
1,σ′

2
≡ 1

L

∑

k

εk;σ1,σ2

〈
ĉ†
k,σ′

1
ĉ
k,σ′

2

〉

Ψ0
(H.3)

where εk;σ1σ2 is defined in equation (5.98b). The renormalisation matrix

qσ′

σ (v) =
∑

Z,Z′

Sσ′

σ (Z,Z ′)vZvZ′ (H.4)

is a function of the variational parameters vZ and of the local non-interacting density matrix
C̃0; see equations (5.80) and (5.65), from which the explicit form of the coefficients Sσ′

σ (Z,Z ′)
and UZ,Z′ can be derived. To keep notations simple in this appendix, we assume that all
quantities are real. A generalisation of the algorithms for energy functionals that contain
complex numbers is straightforward.
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H.1 ‘Inner’ Minimisation

We consider the energy functional

eG(v) =
∑

σ1,σ2,σ′
1,σ′

2

q
σ′
1

σ1 q̄
σ′
2

σ2 +
∑

Z,Z′

UZ,Z′vZvZ′ , (H.5)

in which the single-particle state |Ψ0〉 and, consequently, the local density matrix C̃0 and the
tensor (H.3) are fixed. In (H.5) we introduced

q̄σ′

σ (v) ≡
∑

Z,Z′

S̄σ′

σ (Z,Z ′)vZvZ′ (H.6)

with the coefficients

S̄
σ′
1

σ1 ≡
∑

σ2,σ′
2

Eσ1,σ2,σ′
1,σ′

2
S

σ′
2

σ2 (Z,Z ′) . (H.7)

The variational parameters vZ have to obey the constraints (5.48), which, for a fixed local
density matrix, have the form

gi(v) =
∑

Z,Z′

fi(Z,Z
′)vZvZ′ = 0 . (H.8)

An explicit expression of the coefficients fi(Z,Z
′) can be derived from equations (5.48). The nc

constraints (H.8) define a (nv − nc)-dimensional manifold Mc in the nv-dimensional space V
of variational parameters vZ . In general, it is impossible to impose the constraints (H.8)
analytically. Therefore, one needs to find an efficient numerical strategy to cope with them,
see below.

The constraints (H.8), the local energy in (H.5), and the renormalisation matrices q̄σ′

σ and
qσ′

σ are all quadratic with respect to the variational parameters vZ . Therefore, for a given
vector v ∈ V, the gradients of all these quantities with respect to the parameters vZ can be
calculated quite easily. We denote the gradients of the constraints and of the energy as F i(v)
and E(v), respectively. Their elements are given by

F i
Z(v) ≡ ∂

∂vZ
gi(v) , (H.9)

and

EZ(v) ≡ ∂

∂vZ
eG(v) . (H.10)

We aim at a minimisation of the energy (H.5) in the manifold Mc defined by the con-
straints (H.8). To this end, we can always start our minimisation in the uncorrelated limit,
i.e., at the point v0 (with λΓ,Γ′ = δΓ,Γ′) for which v0 ∈ Mc is automatically fulfilled. Numer-
ical strategies that try to move exactly along Mc are quite cumbersome. Therefore, starting
from a certain point v0 ∈ Mc, we allow the minimisation algorithm to violate the constraints
by making ‘short’ steps to points v1 /∈ Mc. To keep the violation of the constraints minimal,
these steps have to take place in the subspace M‖(v0) that is tangential to Mc at the point v0.
The direction of a step in M‖(v0) is determined by the tangential component of the gradient
E(v0) since it leads to a decrease of the energy.

In summary, and more precisely, the above ideas lead to the following algorithm for the
‘inner’ minimisation, i.e., the minimisation of (H.5) with respect to the parameters vZ :
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i) Find a point v0 in the variational parameter space V that obeys the constraints (H.8)
(i.e, v0 ∈ Mc).

ii) Calculate the gradients F i(v0) and E(v0).

iii) Determine the component E‖(v0) of E(v0) in M‖(v0) by the following procedure: The
gradient E(v0) is written as

E(v0) = E‖(v0) + E⊥(v0) , (H.11)

where the tangential component E‖(v0) is defined by

E‖(v0) · F i(v0) = 0 ∀i . (H.12)

The perpendicular component can be expressed a linear combination

E⊥(v0) =

nc∑

i=1

αiF
i(v0) (H.13)

of the vectors F i(v0). In order to determine the coefficients αi, we multiply equation
(H.11) with a vector F j(v0) and use the expansion (H.13). This leads to

E(v0) · F j(v0) =
∑

i

F i(v0) · F j(v0)αi =
∑

i

Wj,i(v0)αi , (H.14)

where we used equation (H.12) and introduced the (symmetric) matrix W̃ (v) with the
elements

Wi,j(v) ≡ F i(v) · F j(v) . (H.15)

Now we are in the position to determine the coefficients αi by an inversion of W̃ (v0),
which yields

αi =
∑

j

[W̃ (v0)]
−1
i,j

(
E(v0) · F j(v0)

)
. (H.16)

The inverse of the matrix W̃ (v0) is well defined as long as the vectors F i(v0) are lin-
early independent. A linear dependency of these vectors can only arise if certain con-
straints (H.8) are redundant. In that case, the redundant constraints have to be elimi-
nated right from the start. With the coefficients (H.16), we find

E‖(v0) = E(v0) −
∑

i

αiF
i(v0) . (H.17)

for the tangential component of E(v0).

iv) Make a ‘proper’ step in the direction of −E‖(v0) to a new vector

v̄1 = v0 − βE‖(v0) . (H.18)

For the choice of the parameter β, various strategies are conceivable. Since the point v̄1

is not in Mc, the energy gain is not necessarily a useful criterion and to determine it is
also rather time consuming. Instead, we calculate

∆g(v̄1) ≡
∑

i

[gi(v̄1)]
2 ≥ 0 (H.19)

as a measure for the violation of the constraints and choose the parameter β such that
∆g does not exceed a certain critical value ∆gc. This critical value can be automatically
adjusted by the algorithm to ensure that, after returning to the hypersurface Mc, there
is a sufficient energy gain.
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v) In order to return to Mc from the point v̄1 /∈ Mc, the following algorithm turned out
to be useful: We seek a vector v1 that solves the constraint equations gi(v1) = 0 and is
as close as possible to v̄1. To this end, we could calculate the gradients F i(v̄1) and try
to solve the set of equations

gi

(

v̄1 +
∑

j

γjF
j(v̄1)

)

= 0 (H.20)

by a proper choice of the coefficients γj . Such an exact solution of equations (H.20),
however, is quite time consuming. Therefore, we consider the linear set of equations

gi(v̄1) +
∑

j

Wi,j(v̄1)γj = 0 , (H.21)

which results from an expansion of (H.20) to leading order in γj . Equations (H.21) can
be readily solved by an inversion of the matrix Wi,j(v̄1),

γj = −
∑

i

[W (v̄1)]
−1
j,i gi(v̄1) , (H.22)

which yields a new vector

v̄1 → v̄′
1 = v̄1 +

∑

j

γjF
j(v̄1) . (H.23)

This vector, in general, is not yet a solution of gi(v̄
′
1); however, it is usually closer to

Mc than v̄1 because ∆g(v̄′
1) < ∆g(v̄1). By an iteration of equations (H.21)-(H.23) we

eventually approach a vector v1 ∈ Mc.

vi) If eG(v1) < eG(v0) we restart the procedure at point ii) with v0 replaced by v1. In
case that eG(v1) > eG(v0), the critical value ∆gc has to be lowered and the algorithm
continues with point iv). A useful measure for the convergence of the whole iteration is
the norm of E‖. This number goes to zero near a minimum vmin of the energy functional
eG(v) for vectors v ∈ Mc.

H.2 ‘Outer’ Minimisation

With the optimum variational parameters vmin from the inner minimisation described in H.1,
we find a new effective single-particle Hamiltonian Ĥeff

0 , equation (5.97). If we want to fix the
local density matrix C0

σ,σ′ at the value that was used during the previous inner minimisation,

we have to adjust the Lagrange parameters ησ,σ′ in Ĥeff
0 accordingly. With the new ground

state |Ψ0〉 of Ĥeff
0 , we can start another run of the inner minimisation. Eventually, after a

certain number of iterations one finds a constant solution, which yields the lowest energy for
a fixed density matrix C0

σ,σ′ . To find the total minimum of the energy, one has to repeat this

procedure for various values of C0
σ,σ′ . In this way, one determines the optimum local density

matrix and the corresponding variational ground-state energy.
The minimisation strategy, which we just discussed, is obviously rather inefficient, since it

takes a lot of time to determine the parameters ησ,σ′ for a given local density matrix C0
σ,σ′ .

A somewhat better approach results when we keep constant the set of Lagrange parameters
ησ,σ′ instead of C0

σ,σ′ during the self-consistency cycle of the inner minimisation. However, this
strategy also is only feasible for a small number of parameters ησ,σ′ . In the case that there are
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many of such ‘external’ degrees of freedom in our variational problem, we have to employ a
different algorithm, which will be discussed in the following.

In the variational ground state, the Lagrange parameters ησ,σ′ are given by

ησ,σ′ = − ∂

∂C0
σ,σ′

EG

(
{λ̃i}, {C̃0}, |Ψ0〉

)
, (H.24)

which follows from the ground-state condition

∂

∂C0
σ,σ′

Ec(. . .) = 0 (H.25)

for the functional (5.94). It seems natural that equation (H.24) yields a reasonable guess for
the parameters ησ,σ′ even if the minimum of the energy functional has not yet been reached.
This assumption leads us to the following algorithm for the outer minimisation:

i) Set qσ′

σ = δσ,σ′ and choose a reasonable set of Lagrange parameters η0
σ,σ′ , e.g., η0

σ,σ′ =
−εσ,σ′ with the bare on-site energies εσ,σ′ in the local Hamiltonian (4.1).

ii) Find the ground state |Ψ0〉 of the effective Hamiltonian Ĥeff
0 and determine C̃0 and

Eσ1,σ2,σ′
1,σ′

2
.

iii) Carry out an internal minimisation as described in section H.1.

iv) A direct calculation of new parameters ησ,σ′ with equation (H.24) is prevented by the
fact that, in the energy functional EG(. . .), the constraints are already fulfilled explicitly.
Therefore, we determine a new set of parameters η1

σ,σ′ as follows:

With the single-particle wave function |Ψ0〉 fixed, the energy is a functional Ee(w) of
the (nv +nd) parameters C0

σ,σ′ and vz, which are now considered as the elements wy of a

joint vector w. Here, nd is the number of finite elements in C0
σ,σ′ and the components wy

of w with 1 ≤ y ≤ nd correspond to C0
σ,σ′ . The vector w that was found within the inner

minimisation in iii) is denoted as w0. With respect to the enlarged parameter space of
vectors w, we define the gradients E(w) and F i(w) of the energy and the constraints,
respectively. In the same way as described in the previous section for the inner minimi-
sation, we can determine the component E‖(w0) of the energy gradient E(w0) that is
tangential to the hypersurface defined by the constraints, see equations (H.11)-(H.17).
The first nd components of E‖(w0) give us the derivatives of the energy with respect to
C0

σ,σ′ where the constraints are taken into account. Therefore, we choose

η1
σ,σ′ = −[E‖(w0)]y (H.26)

with 1 ≤ y ≤ nd as a new set of Lagrange parameters, which are used for a next step
of the iteration that starts at point ii). A local minimum of the energy is reached if we
find η1

σ,σ′ ≈ η0
σ,σ′ in our iterative procedure.

The iterative procedure i)-iv) turns out to be very fast for systems that we have investigated
so far and leads to sensible minima within approximately ten iterative cycles. It is therefore
a very useful tool for the investigation of systems for which the large number of Lagrange
parameters ησ,σ′ prevents a scan of the entire variational space. Convergence problems with
the iterative procedure might occur if there is more than one local minimum of the energy. In
that case, the algorithm may have to be supported by a manual scan of the variational space
in order to avoid oscillations between local minima.
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[18] J. Wahle, N. Blümer, J. Schlipf, K. Held, and D. Vollhardt. Phys. Rev. B, 59:12749,
1998.

[19] A. Schiller, P. Kumar, R. Strack, and D. Vollhardt. Phys. Rev. B, 51:8337, 1995.

[20] W. Metzner. Phys. Rev. B, 43:8549, 1991.



190 BIBLIOGRAPHY

[21] E. Kalinowski and F. Gebhard. J. Low Temp. Phys., 76:979, 2002.

[22] M. P. Eastwood, F. Gebhard, E. Kalinowski, S. Nishimoto, and R. M. Noack. Eur. Phys.

J. B, 35:155, 2003.
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