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Chapter 1

Strings and Filaments

The description of soft and condensed matter systems usually starts on the atomic or
molecular scale and typical models involve positional degrees of freedom of electrons, ions,
atoms, or molecules in a material. Many material properties are related to the thermal
and quantum fluctuations of such point particles. On the other hand, there are numerous
examples where the relevant degrees of freedom are lines, i.e., objects with one internal
dimension. The most important example for applied physics are linear macromolecules or
linear assemblies of molecules, i.e., polymers, filaments and fibers in chemical and biological
physics and materials science. Polymeric materials play a central role in today’s materials
science because of their versatile chemical properties that can be tailored by varying the
degree of polymerization or functionalizing side groups. Moreover, polymers provide the
physical basis of cell biology and biological physics as the three most important molecules
of life, DNA, RNA, and proteins, are polymeric.

Apart from polymeric lines there are also numerous other examples of fluctuating lines
throughout physics. The path-integral representation of the wave function of a quantum
particle shows that its state can be described as a superposition of paths or world-lines.
This establishes a description by world-lines, i.e., lines in the higher-dimensional space of
positions and time, which applies to any quantum particle. Also in condensed matter physics
various defect lines and line-like excitations play an important role. Topological defect lines
in three dimensional materials include dislocations, magnetic vortex lines, or flux-lines in a
type-II superconductor. Other line-like defect structures are steps on crystal surfaces. There
are also strongly correlated condensed matter materials such as certain high-temperature
superconducting materials, which exhibit “striped” phases at low temperatures. Finally,
in particle physics “string theory” interprets elementary particles in terms of excitations of
strings. In all of these different systems fluctuations of line-like objects play a central role.

In this thesis, we consider fluctuation phenomena of two different types of lines, stiff
biopolymers such as cytoskeletal filaments, on the one hand, and vortices or flux-lines in
type-II superconductors, on the other hand. Both line systems have in common that as-
semblies of such lines represent soft matter in the sense that typical elastic deformation
energies are in the range of 1kBT . This holds although the relevant temperature scales are
rather different: For cytoskeletal filaments the relevant temperature range is T ∼ 300K,
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2 Chapter 1. Introduction

i.e., room temperature, whereas even high-temperature superconductors become supercon-
ducting only below temperatures in the range of T ∼ 100K.

The fluctuations of lines are determined by their elastic properties. We will restrict our-
selves to fluctuations of the line contour and neglect possible internal deformations related,
for example, to twist or torsion of the lines. Contour fluctuations can be governed either by
tension or by the bending energy of the line. We will call lines that are governed by tension
“strings” and lines that are governed by bending rigidity “filaments” in the following. Stiff
polymers such as cytoskeletal filaments can be modeled as thermally fluctuating elastic rods
with a bending rigidity and are an example for filaments. Flux-lines in type-II supercon-
ductors, on the other hand, are an example for strings as it is energetically favorable for
them to align to the applied magnetic field, which thus exerts a tension.

Both for biopolymers and vortices assemblies of lines play an important role since new
material properties emerge in this “line matter”. In type-II superconductors the fluctuations
of a vortex lattice are qualitatively different from fluctuations of isolated lines and the
destruction of the lattice order plays an essential role for the phase behavior and possible
technical applications of these materials. The elastic properties of filament assemblies such
as filament bundles are also qualitatively different from those of isolated filaments. The
increased stiffness of bundles makes them important structural elements of the cytoskeleton.

As the stability of any state of matter is one of the central questions of physics, the
stability and mechanisms of disassembly are also for line assemblies important issues. The
stability is governed by the interplay of interaction forces, external forces, thermal and
eventually disorder-induced fluctuations, which lead to a variety of phase transitions in
these line systems: melting, disorder-induced melting, delocalization, unbinding, unzipping,
desorption, and force-induced desorption are among the examples treated within this thesis
but this list is far from being complete. Because line-like objects are inherently macroscopic,
i.e., already a single line has a macroscopic number of deformation degrees of freedom, also
single-line phenomena such as delocalization represent genuine phase transitions and can
be described with methods from statistical physics. This also establishes close links in the
theoretical treatments of the phase transitions of the different line assemblies despite all
experimental differences.

Besides the issue of stability, the other aspect of general interest is the manipulation of
single lines and line assemblies, i.e., their response to external forces. Several experimental
breakthroughs in manipulation and visualization techniques have taken place in polymer
and biological physics during the last decade. Using micromanipulation techniques, such as
the atomic force microscope with suitably functionalized tips, it has become possible to ma-
nipulate single polymers and characterize their mechanical properties by force spectroscopy.
Properties of larger assemblies can be probed by microrheology techniques which have also
been considerably refined.

In flux-line lattices, forces are provided by pinning and Lorentz forces. Pinning centers
of various geometry and concentration can be generated experimentally, ranging from point-
like pinning centers to columnar pins, and pinning planes. The Lorentz-force is controlled by
transport currents in the sample. Apart from an improved experimental control of pinning
structure, the field of vortex physics has benefitted over the last decade from the develop-



Chapter 1. Introduction 3

ment of local probes to measure magnetic fields and, thus, local flux-line concentrations.
With increasing progress in experimental techniques on the nano-scale we may eventually
witness revolutionizing experiments analogous to single molecule experiments in biological
physics also in the field of vortex physics in the near future, e.g., single vortex manipulation
experiments using magnetic force microscopes instead of atomic force microscopes. Also
new materials and systems, such as vortex lattices in Bose-Einstein condensates, may pave
the way for a new generation of manipulation experiments as they operate on experimentally
more accessible length scales.
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Chapter 2

Introduction

Since the discovery of high-Tc superconductors in 1986 [1] the behavior of fluctuating “vor-
tex matter” in the mixed phase of type-II superconductors has shifted into the focus of
theory and experiment, as it is essential for any application of these promising materials.
As predicted by Abrikosov in his seminal work [2], magnetic flux can penetrate a type-II
superconductor in the mixed phase in the form of vortex or flux-lines, each carrying a mag-
netic flux quantum Φ0 = hc/2e, see Fig. 2.1. This happens below the critical temperature
Tc and between the lower and upper critical fields, Hc1 < H < Hc2. In the absence of any
fluctuations, the vortex lines form a hexagonal Abrikosov lattice as predicted by Abrikosov
in Ginzburg-Landau mean-field theory and indicated in Fig. 2.1. Already within mean-field
theory several important properties of this line lattice or “vortex matter” can be estab-
lished. Flux-line elements have pairwise interactions over a range λ given by the magnetic
penetration depth. In type-II superconductors, this length scale exceeds the size ξ of the
normal conducting core region of the vortex lines. The third important length scale is the
lattice constant a of the flux-line lattice (FLL), which is given by the magnetic induction
B = Φ0a

2
√

3/2. As both the penetration depth λ ∝ (1−T/Tc)−1/2 and the lattice constant
a can be tuned by changing the temperature and the magnetic field, respectively, we can
easily tune both density and interaction range of vortex matter experimentally, which opens
unique possibilities for the study of structural properties of this line lattice.

It has proven to be an extremely fruitful approach to describe the energetics of the
low-lying phononic deformations of the vortex lattice in terms of an elasticity theory [5, 6],
where the only degrees of freedom are the positions of the vortex cores. Such a description
can be based either on Ginzburg-Landau or on London theory and can be justified over
a wide range of magnetic fields if one allows for a dispersion of elastic moduli due to the
non-local nature of vortex interactions. Each vortex line tends to align with the applied
magnetic field in its ground state. Deviations from this preferred direction cost an energy,
which is proportional to the length of the vortex line. For a single vortex line this gives
rise to a line tension or a tilt modulus. We want to call lines, whose elasticity is governed
by tension, strings. Arrays of interacting vortex strings also acquire shear and compression
moduli. This elastic behavior determines the deformations of vortex lines if they are subject
to forces. Typical shear energies of a vortex lattice can easily become of the order of 1kBT ,

7



8 Part I. Strings and Vortex Phases

Figure 2.1: Left: First imaging of the Abrikosov lattice by Bitter Decoration in Pb (1967) [3]. Right:
Magnetooptical image of the Abrikosov lattice in NbSe2 (2001) [4]. .

in particular close to the lower critical field Hc1, where the vortex interaction becomes
exponentially small, or close the upper critical field Hc2, where vortex cores start to become
very large. One example is seen in Fig. 2.1 on the right, where the vortex lattice in the
low-Tc material 2H-NbSe2 close to the lower critical field exhibits considerable deformations
as compared to the perfect hexagonal Abrikosov lattice.

The vortex line lattice is subject to a variety of forces giving rise to fluctuations: (i) In
the presence of a transport current j a flux-line experiences a Lorentz force f = j× nΦ0/c,
which leads to a dissipative, overdamped flux-line motion. The resulting flux-flow destroys
the superconducting property of the material. (ii) Pinning forces from quenched random
heterogeneities in the material can anchor flux-lines against these driving forces and re-
establish superconductivity. (iii) Finally, flux-lines are subject to thermal fluctuations. The
combined effect of all of these forces gives rise to a variety of different fluctuation dominated
“vortex phases”. This is particularly pronounced in the novel high-Tc superconductors, such
as Bi2Sr2CaCu2O8+x (BSCCO) or YBa2Cu3O7−x (YBCO), which are extremely suscepti-
ble to thermal and disorder-induced fluctuations due to the interplay of several material
parameters, such as high transition temperatures Tc, large magnetic penetration depths λ
and short coherence lengths ξ, and strong anisotropies of the material. But also in low-Tc

materials like 2H-NbSe2 (NbSe) structural instabilities of the vortex lattice produce anal-
ogous effects in the critical current, however, in much closer vicinity to the upper critical
field Hc2 as compared to high-Tc materials.

In equilibrium, i.e., in the absence of transport currents and at low temperatures, pin-
ning forces can give rise to vortex glass (VG) phases. These VG phases are one of the central
topics of this thesis. The important questions are how many VG phases exist, how they
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Figure 2.2: Left: Schematic mean-field phase diagram of a type-II superconductor according Abrikosov
[2]. In the mixed phase, i.e., below the upper critical field Hc2 and above the lower critical field Hc1, the
hexagonal Abrikosov lattice of magnetic flux-lines forms. In the Meissner phase below Hc1, the magnetic
field is completely excluded. Right: Thermal or disorder-induced fluctuations lead to positional fluctuations
of vortex lines and the destruction of the vortex lattice.

can be characterized in terms of suitable order parameters, how they can be experimentally
distinguished by their transport properties, and how we can describe the phase transitions
between different VG phases. There are distinct VG phases for point-like pinning cen-
ters, as they are always present in high-Tc superconductors due to stoichiometric disorder,
i.e., the doping parameter x in their chemical composition Bi2Sr2CaCu2O8+x (BSCCO) or
YBa2Cu3O7−x (YBCO), and for columnar pins, as they can be generated by heavy ion
irradiation of samples. Upon increasing the temperature the vortex matter can melt into a
vortex liquid (VL). The description of this phase transition is another central topic of this
thesis. Finally, in the presence of a transport current, the pinned vortex matter eventually
starts to move above a threshold current if the Lorentz forces are sufficient to overcome
the collective pinning forces in the vortex lattice. The thermally activated creep motion
below this threshold is also subject of this thesis. Eventually the vortex lattice starts to
move with finite velocity in the so-called flux-flow regime. Then, depending on the velocity,
distinct moving vortex lattice phases, which are separated by dynamic phase transitions,
can be observed.

The details of this picture of fluctuating vortex matter phases in high-Tc materials have
been established over the past 20 years. The theory of vortex pinning by point defects is
much older and dates back to the 1970s, when Larkin established important ideas about
the collective pinning of the vortex lattice. Almost exhausting reviews on the subject of
pinning are Refs. [7, 6, 8]. We want to start the first part of this thesis by a short overview
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of these developments. Before the discovery of high-Tc materials, thermal fluctuations only
played a minor role in vortex physics. Pinning, which is necessary for all technological
applications, was in the focus of interest. Larkin and Ovchinnikov [9] were the first to show
that pinning forces from point defects will destroy the translational order of the vortex
lattice below four spatial dimensions. The treatment of Larkin and Ovchinnikov gave for
the first time a systematic summation of pinning forces in the vortex lattice but it was
based on a perturbative description using random forces, not taking into account the global
features of the complicated energy landscape arising from the pinning potentials. Building
on ideas from spin glass theory, it was Fisher [10] to propose that the phase that results
from the instability as found by Larkin could be characterized as a glassy phase, the so-
called vortex glass. This idea was further elaborated in Ref. [11] by Fisher, Fisher, and
Huse. They argued that the vortex lattice order is completely lost in the VG phase due
to the proliferation of topological defects such as dislocations. Therefore, they based their
description of VG properties on superconducting phase correlations. Experimental support
for the VG hypothesis came from transport measurements [12] where some of the scaling
predictions could be confirmed.

In a parallel development, it was first established by Nelson and coworkers that in
the high-Tc materials, where high temperatures of vortex matter are accessible, thermal
fluctuations can give rise to a vortex lattice melting into a vortex liquid [13, 14]. (The
idea of vortex lattice melting has been pioneered very early on by Eilenberger [15], but
could not be tested experimentally at that time and was not further investigated.) The
phenomenological Lindemann criterion has been employed successfully then to calculate
the locus of the melting line [16, 17]. With regard to melting, the analogy with atomic
crystals and the description of their deformations by elasticity theory proved fruitful, as it
allows to draw on the vast amount of literature and ideas on melting of atomic crystals.
Lindemann criteria are one such idea originating from this analogy. Experimentally, it was
later firmly established that the vortex lattice melting transition is a first order melting
transition with discontinuities in the magnetization [18, 19, 20] and a latent heat [21, 22].
Yet, as also for crystals the exact melting mechanism is still controversial, also for the
vortex lattice the melting mechanism remains a subject of current research. In this context,
it is a very puzzling detail (which is still not completely understood from the theoretical
perspective) that the vortex lattice melts similar to ice as the magnetization or flux-line
density increases during melting. In this thesis, we approach the melting transition from
the phenomenological site with a detailed Lindemann analysis for a variety of materials,
and we propose and elaborate a dislocation-mediated melting mechanism. Recently, also
other melting theories going beyond the Lindemann analysis have been proposed. For
example, a self-consistent analysis in Ref. [23] shows how anharmonicities beyond the elastic
deformation of the FLL give rise to a melting instability in a layered superconductor.

Regarding the issue of the nature of the VG phase in the presence of point disorder, a
paradigm shift took place during the last 10 years. The arguments given in Ref. [11] for
the proliferation of dislocations in the vortex glass phase do not take into account that the
results of Larkin and Ovchinnikov for the pinned elastic vortex lattice get strongly modified
for displacements exceeding the coherence length ξ. Then, perturbation theory breaks down
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and the growth of relative displacements in a dislocation-free pinned vortex lattice is slowed
down considerably. This has been established first in Ref. [24] and, since then, further
elaborated in the framework of the theory of pinned elastic manifolds. This approach starts
from an elastic vortex lattice, from which dislocations are explicitly excluded. If flux-line
displacements exceed the coherence length ξ, which is also the natural scale of pinning energy
variations, a perturbative expansion of the pinning potential energy in terms of vortex
displacements breaks down, and one is forced to consider the competition of competing
energy minima in the random pinning energy landscape. These minima correspond to the
optimally pinned elastic vortex lattice configurations in the absence of topological defects.
Depending on the length scales considered, the behavior of the relative displacements of flux-
lines, which can be characterized by a roughness exponent ζ, then shows several crossovers.
In perturbation theory on small length scales, the classic perturbation theory result of Larkin
and Ovchinnikov is ζ = (4 − d)/2 for a d-dimensional pinned FLL [9]. This behavior first
crosses over to a power law with a somewhat smaller ζ [24], before a very slow logarithmic
growth sets in on the largest scales, which has been established first by Nattermann [25]
and later by Giamarchi and Le Doussal [26]. In the absence of dislocations this leads to
a VG phase, which maintains quasi-long-range translational order with power-law Bragg
singularities in the structure factor and, therefore, has been called elastic VG or “Bragg
glass” (BrG) [26]. If the issue of stability against dislocations is re-addressed taking this
scaling of displacements into account it has been argued that the elastic BrG phase is stable
with respect to dislocation proliferation, at least for weak disorder or at small magnetic fields
[26, 27, 28].

The existence of an elastic “Bragg glass” phase was confirmed by a number of experi-
ments, most impressively by neutron scattering experiments by Cubitt et al. [29] on BSCCO,
which clearly showed the existence of power-law Bragg peaks at low magnetic fields in com-
plete agreement with theory. However, in this experiment it was also seen that the BrG is
destroyed at higher magnetic fields, where the Bragg peaks vanish, suggesting a field-driven
transition to a more disordered VG phase, which we also want to refer to as “amorphous
VG” (AVG) phase in the following. The neutron experiment thus suggested the existence
of an order-disorder transition between two glassy phases, the elastic BrG with quasi-long-
range order and the topologically disordered amorphous VG. Transport measurements on
YBCO [30] also indicated a crossover from the first-order melting at low magnetic fields to a
continuous VG-VL transition at higher magnetic fields. This provides another hint that at
some critical field strength there might be a corresponding order-disorder transition within
the regime of the VG phases at lower temperatures. The results in Ref. [30] also suggested
for the first time the existence of a critical point where the melting line ends. Such a critical
point has later been found also for BSCCO [20] by magnetization measurements. Since then
other groups [31, 32] have reported measurements on YBCO showing a critical point termi-
nating the melting line. The “puzzle” of the critical point [33] is one of the main subjects of
this thesis, and we try to deliver a consistent theoretical explanation of this phenomenon.
The phenomenon of a critical point is particularly puzzling because in “clean” FLLs, i.e., in
the absence of point disorder, no critical point is possible as the vortex-vortex interaction is
purely repulsive and, thus, two fluid phases cannot coexist. Therefore, the existence of the
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critical point must be a disorder-induced phenomenon [33]. In chapter 4, we will present
an explanation of the critical point based on a dislocation theory, which characterizes all
vortex phases – a quasi-ordered elastic BrG at low temperatures and weak point disorder,
the thermally disordered VL, and the amorphous VG at strong disorder – by their disloca-
tion density and which describes all vortex phase transitions in terms of the dislocation free
energy. The approach takes into account both thermal and disorder-induced fluctuations of
dislocations in the FLL.

For atomic lattices the idea of a defect-mediated melting has been brought forward as
early as in the thirties by Mott and Gurney [34] and has been elaborated since then (for
reviews see Refs.[35, 36, 37]). Defect-mediated melting theories are based on the observation
that the liquid phase might be interpreted as a solid containing a macroscopic number of
topological defects leading to the destruction of the lattice symmetries. Bragg [38] and
Shockley [39] were the first to establish the idea that the liquid state can be seen as a solid
saturated with dislocations. Early theories for dislocation-mediated melting have been
formulated by Mizushima [40] and Ookawa [41]. Edwards and Warner [42] obtained a first
order transition for a dislocation-loop mediated melting neglecting the hard-core repulsion
between dislocations. In Ref. [36], Kleinert elaborates a theory of defect-mediated melting
in three dimensions, which is based on an artistic treatment of the statistical physics of
dislocation and disclination loops in three dimensions. A slightly different avenue has been
taken by Yamamoto and Izuyama [43] who considered an ensemble of directed dislocation
lines threading the whole sample instead of closed loops. Within a transfer-matrix treatment
they find a first order melting for atomic crystals, however, at much higher temperatures
as experimentally observed. A more recent work on dislocation-mediated melting along the
same lines was presented in [44]. For the FLL, it was first noted by Labusch [45] that it may
contain dislocations which were observed and classified for the first time in Bitter decoration
experiments on conventional type-II superconductors by Träuble and Essmann [46]. The
dislocation theory of vortex lattice phase transition presented in chapter 4 builds on these
relatively old works and extends them to the FLL, which is a line lattice. Furthermore,
the dislocation-mediated melting theory is extended to disordered systems, i.e., the pinned
FLL, which is an aspect that is absent for atomic lattices.

If one is not interested in the exact mechanism of vortex phase transitions Lindemann
criteria can be used to predict the locus of the phase transition lines. In a Lindemann
criterion, one calculates the root-mean-square displacement of vortex lines and uses the
empirical fact that lattice order is lost if the displacement fluctuations of flux-lines exceed a
certain fraction of the lattice spacing between the lines. This fraction is often in the range
cL ∼ 0.15− 0.2 and called the Lindemann number.

Lindemann criteria have been successfully applied to the thermal melting of atomic
solids. They can be applied (i) to calculate the locus of the melting line for a single mate-
rial using one particular Lindemann number, which is independent of the thermodynamic
control parameters such as temperature or pressure, and (ii) to compare the melting lines
of different materials with eventually different microscopic interactions by comparing their
Lindemann numbers. In its first function (i), the Lindemann criterion relates points on the
melting line of a single material in a universal manner to each other; in its second function
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(ii), it eventually establishes connections between different materials regarding their melting
mechanism. When Lindemann first introduced the criterion in 1910 [47], he considered the
locus of the melting line for an atomic solid. Later on, the Lindemann criterion was also
used in its second function to compare the melting lines of different atomic solids and also
other systems, such as colloidal systems with a variety of different microscopic interactions
(see Ref. [48] for a review). Apart from the Lindemann criterion there are other phenomeno-
logical criteria, such as the Hansen-Verlet criterion for the structure factor [49], all of which
are based on the concept of seeking for certain universal values in a dimensionless number,
which can characterize the strength of fluctuations independently of thermodynamic control
parameters.

By applying the Lindemann criterion to the FLL we can also infer information of two
different types according to the two above functions (i) and (ii) of the Lindemann criterion.
In its original function (i), the Lindemann criterion can be used to obtain the melting
line of the FLL for a particular type-II material in the parameter plane of magnetic fields
and temperatures. Changing magnetic fields is similar to changing the density in an atomic
solid but the FLL differs from an atomic solid because interactions are tunable. Varying the
penetration depth λ versus the lattice spacing a the interaction changes from a logarithmic
2D Coulomb-like long-ranged interaction for large λ/a À 1 to an exponentially decaying
interaction of range λ for small λ/a ¿ 1. Because λ is a function of the temperature and
diverges upon approaching the critical temperature Tc, the nature of vortex interactions
changes along the melting line for the same material. Therefore, it is a remarkable fact that
it is usually possible to describe the melting line of a material using a single Lindemann
number. Furthermore, the FLL is a line lattice rather than a lattice of point particles.
At high magnetic fields above the decoupling field the line lattice eventually disintegrates
into weakly coupled pancake vortices. Therefore, it represents a different type of matter as
compared to atomic solids. Using the Lindemann criterion in its function (ii), the melting
mechanisms of these different types of lattices can be compared using their Lindemann
numbers.

Another interesting question is whether the Lindemann criterion can also be applied
to the vortex glass states of the pinned FLL. By considering suitably generalized mean
square displacements, which include not only thermal but also disorder-induced positional
fluctuations, modified Lindemann criteria have been proposed to predict the locus of the
melting line from a vortex solid or VG into a VL upon increasing the temperature as well
as the locus of the order-disorder transition line for the disorder-induced transition from
an elastic BrG into the amorphous VG. A detailed discussion of such Lindemann criteria
will be given in chapter 3. There, we will both motivate different forms of modified Lin-
demann criteria to describe disorder-induced vortex phase transformations and perform a
detailed Lindemann analysis for three type-II materials representative for the most impor-
tant classes of type-II superconductors used in experimental studies of the vortex phase
diagram. The phase diagrams obtained from the Lindemann analysis agree remarkably well
with the experimental results. However, one should always bear in mind that the purely
phenomenological Lindemann criterion is not able to give a mechanism for the vortex phase
transitions and, thus, it gives no hint towards a thermodynamic characterization of the
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different vortex phases. For this purpose, one has to consider more advanced theoretical
approaches, such as the dislocation theory presented in chapter 4. On the other hand, we
will be able to derive modified Lindemann criteria from the dislocation theory of melting
and establish a connection between the two descriptions: The dislocation theory gives a
consistent mechanism of the vortex phase transformations and allows to derive Lindemann
criteria, which, in turn, allow to calculate concrete phase diagrams which can be compared
to experiments as shown in chapter 3.

In the beginning of the 90s, one main goal of experiments was to optimize pinning in
order to achieve high critical currents. A breakthrough was made with the discovery that
pinning is much more effective if columnar defects are brought into the material. This has
been first shown for heavy ion irradiated YBCO samples [50, 51], where the ion irradiation
leaves long columnar tracks of damaged material behind. But these systems were not only
interesting from the applied point of view but also extremely interesting from the theoretical
point of view, because the three-dimensional line lattice in the presence of columnar pins
can be treated by a mapping to a two-dimensional quantum system of bosons with point
disorder [52, 53]. In this mapping, quantum fluctuations of bosons play the role of thermal
fluctuations of the flux-lines, and the thermodynamic limit of long flux-lines corresponds
to the low temperature limit in the bosonic system. This opens the possibility to study
quantum mechanical localization phenomena using vortex systems. Localization of bosons
at point defects corresponds to the formation of a strongly pinned “Bose glass” (BoG)
phase in the flux-line system. For the system with columnar defects, the magnetic field
strength where the density of defects matches the density of flux-lines, the so-called matching
field BΦ, plays an important role. Below the matching field, the physics is dominated by
individual vortices searching for their optimal pinning column, which leads to a localization
of vortices and a very effective pinning. Above the matching field, on the other hand, several
vortices are competing for a single pinning column, and pinning becomes much weaker. The
competition for pinning sites leads to frustration in the system, which, in turn, can give rise
to interesting delocalization transitions.

This part of the thesis is structured as follows. In chapter 3, which is based on Refs.
[54, 55], we give a detailed discussion of the phenomenological approach to the vortex phase
diagram using Lindemann criteria. We present different possible generalizations of the
conventional Lindemann criterion, which allow to treat also disorder-induced fluctuations
and, thus, transitions involving vortex glass phases. In chapter 4, which is based on Refs.
[56, 57], a deeper theoretical approach to the vortex phase diagram is presented, which
is no longer phenomenological but based on dislocation-mediated phase transitions [56].
This approach allows to characterize all vortex phases by their dislocation density and to
describe all vortex phase transitions in terms of the dislocation free energy. Moreover,
the treatment of pinned dislocations in the FLL can be extended to dynamics. In this
way, plastic creep phenomena in the topologically disordered vortex glass can be described,
which might explain the origin of the so-called second peak effect [57]. Finally, in the last
chapter 5, which is based on Ref. [58], we consider melting in the presence of dilute columnar
defects. Here, we establish a distinct melting mechanism, which is a delocalization melting
mechanism.



Chapter 3

Lindemann Analysis of the Vortex
Phase Diagram

We discuss the destruction of vortex lattice order in type-II superconductors by random point
pinning and thermal fluctuations based on Lindemann criteria. The location of the melting
line and the order-disorder transition, which marks the destruction of the topologically ordered
Bragg glass phase and is the reason for the second peak effect, is calculated. We focus on a
comparative discussion of different versions of Lindemann criteria and, with regard to experiment,
on a comparative discussion of three classes of type-II superconductors – low-Tc, anisotropic high-
Tc, and layered high-Tc materials. Specific attention is paid to the role of nonlocal magnetic
interlayer couplings and the softening of elastic moduli at high magnetic fields, which is crucial
for low-Tc materials. We also discuss in detail the competing mechanisms of thermal depinning
and temperature dependence of the pinning strength through microscopic parameters as well as
the crossover between single-vortex and bundle pinning for low-Tc materials.

3.1 Introduction

In high-Tc superconductors (HTSC’s) such as Bi2Sr2CaCu2O8+x (BSCCO) or YBa2Cu3O7−x

(YBCO) the flux-line array is extremely susceptible to thermal and disorder-induced fluc-
tuations due to the interplay of several parameters such as high transition temperature Tc,
large magnetic penetration depth λ and short coherence length ξ, and a strong anisotropy
of the material. This leads to the existence of a variety of fluctuation dominated phases of
the flux-line array and very rich phase diagrams for the HTSC materials [7, 6, 8]. But also
in low-Tc materials such as 2H-NbSe2 (NbSe) structural instabilities of the vortex lattice
produce analogous effects in the critical current, however, in much closer vicinity to the
upper critical field Hc2 as compared to high-Tc materials.

Upon increasing the temperature the flux-line lattice (FLL) melts into an entangled vor-
tex liquid (VL) as first proposed by Nelson [14]. Calculations for the locus of the melting
line have been mainly based on the Lindemann criterion 〈u2〉T = c2La

2, which estimates the
root-mean-square thermal displacement fluctuations (〈u2〉T )1/2 of a vortex element at the
melting transition as a fraction cLa of the FLL spacing a with a Lindemann number cL ≈ 0.2.

15
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The phenomenological Lindemann criterion has proven very successful in describing exper-
imental melting curves, and refined theoretical evaluations of 〈u2〉T have been presented for
anisotropic [16, 17] and strongly layered [59] HTSC materials. Recently, different melting
theories going beyond the Lindemann analysis have been proposed. In Ref. [23], a self-
consistent analysis of anharmonicities beyond the elastic deformation of the FLL leads to
a melting instability. In chapter 4, we will present a theory of dislocation-mediated vortex
lattice melting.

Since the work of Larkin and Ovchinnikov [9], the influence of quenched pointlike pin-
ning centers on the vortex lattice and the nature of the collectively pinned FLL have been
subject of intense theoretical interest. It was argued in Refs. [10] and [24] that weak point
disorder drives the vortex lattice into a vortex glass (VG) state with zero linear resistivity. In
weak collective pinning theory according to Ref. [9], disorder-induced relative displacements
grow as 〈[u(r)− u(0)]〉2 ∼ r4−d in d-dimensional space, i.e., the pinned FLL is described
by the roughness exponent ζ = (4 − d)/2. This would lead to an instability with respect
to the proliferation of topological defects such as dislocations in the FLL (Ref. [11]) such
that weak point disorder was believed to destroy the crystal order of the FLL. However,
the argument does not take into account that the results of Ref. [9] get modified for dis-
placements exceeding the coherence length ξ. On larger length scales the growth of relative
displacements first crosses over to a power law with a somewhat smaller ζ [24], before a
very slow logarithmic growth sets in on the largest scales [25, 26]. In the absence of dislo-
cations this leads to a VG phase that maintains quasi-long-range translational order with
power-law Bragg singularities in the structure factor and has thus been called “Bragg glass”
(BrG) [26]. In Refs. [26, 27, 28] it has been argued that the elastic BrG is stable against
dislocation formation at low magnetic fields.

Upon increasing the magnetic field the vortex lattice softens and the point disorder
strength effectively increases. At sufficiently high magnetic fields the BrG becomes unstable
and dislocations proliferate [27, 28, 56]. Various experimental signatures can be attributed
to the resulting order-disorder or amorphization transition into a high-field amorphous VG.
Neutron-diffraction measurements on BSCCO (Ref. [29]) show a destruction of the char-
acteristic power-law Bragg peaks at higher fields. Also transport measurements on YBCO
(Ref. [30]) indicate a crossover from the first-order melting at low magnetic fields to a con-
tinuous VG-VL transition that can be related to the order-disorder transition within the
vortex solid. The occurrence of a very sharp second peak in magnetic hysteresis measure-
ments on BSCCO [60], YBCO [61], or NbSe (Ref. [62]) at a well-defined second peak field
can be interpreted as another hallmark of the order-disorder transition from a low-field
elastic BrG to the high-field amorphous VG. The second peak is associated with a rise of
the critical current across this transition which is due to an onset of plastic deformation
as we will show in chapter 4. This corresponds to the intuitive picture that the additional
plastic deformation allows better adjustment of the pinned FLL configuration thus leading
to larger critical currents.

Analogously to the case of thermal melting, progress in predicting the locus of the
order-disorder or amorphization transition has mainly been made by using generalized phe-
nomenological Lindemann criteria [63, 64, 65, 66, 67, 68, 69, 70]. Derivations of Lindemann
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criteria have been given in Refs. [27] and will be presented in chapter 4 by studying the on-
set of the instability of the BrG with respect to spontaneous generation of disorder-induced
dislocations. Whereas Refs. [63, 64, 65, 66, 67, 68] and [70] focus on high-Tc materials such
as BSCCO or YBCO, Ref. [69] addresses also low-Tc materials such as NbSe. In this chapter
we want to critically review the Lindemann analysis for the three representative materials
BSCCO, YBCO, and NbSe with BSCCO as a typical strongly layered high-Tc compound
with weak Josephson coupling, YBCO as a typical moderately anisotropic high-Tc, and
NbSe as a typical weakly anisotropic low-Tc type-II superconductor. On the one hand, we
want to emphasize the common approach via the Lindemann analysis; on the other hand,
the comparative study will show that each of the three mentioned classes of superconductors
exhibit peculiarities that have to be taken into account in the analysis. At low magnetic
fields, when the vortex spacing a becomes larger than the magnetic penetration depth λ,
we have to pay specific attention to the role of nonlocal electromagnetic couplings. This
becomes particularly important for BSCCO. In low-Tc materials, on the other hand, the
softening of elastic moduli at high magnetic fields is particularly relevant because both
melting line and the order-disorder transition are located close to the upper critical field
Hc2. An important point in interpreting experiments is also a detailed knowledge of the
temperature dependence of the order-disorder transition line, which is determined by an
interplay between the temperature dependence of microscopic parameters entering the pin-
ning strength and the effective weakening of the pinning potential by “thermal smearing”
due to thermal motion of the vortices which can give rise to thermal depinning [7]. Often
one or the other source of temperature dependence can be neglected. For example, in low-
Tc materials depinning temperatures are very close to Tc and the temperature dependence
through microscopic parameters is more important whereas in high-Tc materials thermal
depinning is the dominating effect.

This chapter is organized as follows. First we will discuss the Lindemann criteria for ther-
mal and disorder-induced melting transitions in Sec. 3.2. In a system subject to quenched
disorder the Lindemann criterion can be formulated in two slightly different versions both
of which can be interpreted in terms of the underlying melting mechanism: Thermal and
quenched fluctuations can act independently from each other in destroying the lattice order
or they can act cooperatively. In Sec. 3.3 we will show how the Lindemann criterion for
melting of the vortex lattice can be reformulated in terms of fluctuations of single vortices of
a certain length, the single-vortex length L0, that is set by the interactions within the FLL.
In Sec. 3.4 we discuss how the properties of single-vortex fluctuations are strongly modified
if the nonlocal electromagnetic coupling cannot be neglected. In Sec. 3.5 we present the
Lindemann analysis for thermal melting in the absence of quenched disorder for YBCO,
NbSe, and BSCCO. In order to study the order-disorder or amorphization transition that
is caused by quenched point disorder employing the single-vortex Lindemann criterion we
have to discuss the pinning of single vortices which is done in Sec. 3.6. Within weak col-
lective pinning theory the characteristic length scale set by the frozen-in point disorder is
the collective pinning or Larkin length Lc. We have to distinguish several pinning regimes
depending on the size of the pinning length Lc in comparison to the single-vortex length
L0 and the layer spacing d in a layered material. We have bundle pinning for Lc > L0 and
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single-vortex pinning for Lc < L0. For Lc < d the layered structure becomes relevant for the
pinning, and there is a crossover from weak collective pinning to strong pinning of pancake
vortices. The Lindemann analysis is complicated by the fact that the pinning strength is
temperature dependent through two different mechanisms. We have a temperature depen-
dence of the pinning strength through the microscopic parameters (such as λ or ξ) but we
also have smearing or weakening of disorder by thermal fluctuations above the depinning
temperature Tdp. Therefore we have to carefully discuss the temperature dependence of the
crossover between the different pinning regimes for the three exemplary materials through-
out Sec. 3.6. Having clarified the different pinning regimes we can perform the Lindemann
analysis for the order-disorder or amorphization transition driven by the quenched point
disorder. This task is split into two parts. In Sec. 3.7 we discuss the analysis for T = 0
depending on magnetic fields and pinning strength. Finally, in Sec. 3.8, we discuss the
influence of thermal fluctuations and perform the Lindemann analysis for T > 0, i.e., in the
familiar B-T plane.

3.2 Lindemann criterion

In its conventional form for thermal fluctuations the Lindemann criterion is formulated as

〈u2〉T = c2La
2 , (3.1)

where u is the displacement of vortex elements and 〈. . .〉T the purely thermal average
in the absence of quenched disorder. The Lindemann number cL is introduced here as
a phenomenological parameter that is supposed to depend only weakly on the specific
lattice parameters of the solid phase, in particular it is assumed to be independent of the
magnetic field. In principle its value can be determined by ab initio melting theories going
beyond a Lindemann analysis, for example, in the next chapter 4 we find a value cL ≈ 0.2
for dislocation-mediated vortex lattice melting. The Lindemann number cL can also be
determined from simulations of the vortex lattice melting transition. Early Monte Carlo
studies of an interacting line model [71] find a melting transition with a Lindemann number
that depends weakly on the magnetic field with values cL ≈ 0.2 over a wide field range.
Path integral Monte Carlo simulations of the corresponding lattice to superfluid transition
of two-dimensional (2D) bosons [72] give a Lindemann number cL ≈ 0.25. Finally, Monte
Carlo simulations of the three-dimensional uniformly frustrated, anisotropic XY model [73]
give a value of cL ≈ 0.18. All these findings suggest that a Lindemann number cL ≈ 0.2 is
appropriate for the thermal vortex lattice melting. For the disorder-induced transition we
will assume similar values of the Lindemann number.

For thermal fluctuations the main contribution to the mean-square displacement comes
from fluctuations with the shortest wavelength of the order of the vortex spacing a. There-
fore one can rewrite the Lindemann criterion for thermal melting (3.1) as

〈∆u2(a, 0)〉T = 〈[u(a, 0)− u(0, 0)]2〉T = c2La
2 , (3.2)

where u(R, z) is the displacement of the vortex element at r = (R, z), and a is a unit
vector of the hexagonal Abrikosov lattice. z is the coordinate parallel to the magnetic field
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Figure 3.1: Schematic phase diagram (neglecting reentrance at low fields) illustrating the two scenarios
corresponding to the two possible generalizations of the Lindemann criterion. Left: According to eq. (3.3)
if temperature and point disorder act cooperatively. Right: According to eqs. (3.2), (3.4), and (3.5) if
temperature and point disorder cause distinct phase transitions. The dashed line is the thermal melting line
in the absence of quenched disorder according to eq. (3.2). The temperature Tx is defined by 〈∆u2(a, 0)〉T =
〈∆u(a, 0)〉2 = c2

La2.

H which is directed along the c axis of the anisotropic type-II superconductor in the usual
experimental situation, H||c. In the form (3.2), the Lindemann criterion is a local criterion
where thermal fluctuations in the bond length a + ∆u(a, 0) connecting nearest neighbors
are used to indicate the loss of global positional order of the FLL. In the form (3.2) the
Lindemann criterion can also be applied to situations where 〈u2〉T is formally diverging as,
for example, in the thermal melting of a two-dimensional lattice and to the order-disorder
transition due to quenched point disorder that we will discuss now.

There are two possibilities to generalize the criterion (3.2) in order to include phe-
nomenologically the disorder-induced quenched displacement fluctuations as possible cause
for the destruction of the vortex crystal. To see this we first note that at finite temperatures
and in the presence of quenched point disorder the displacement has two parts u = up+uth.
The quenched part up is due to pinning and does not average to zero upon performing the
thermal average: up = 〈u〉. The part uth = u− 〈u〉 describes thermal fluctuations around
the pinning part. Thus 〈u2

th〉 = 〈u2〉 − 〈u〉2 is the thermal part and u2
p = 〈u〉2 the disorder

part of the mean-square fluctuations. By using a tilt symmetry of the vortex system [74]
one can establish that 〈u2

th〉 is unchanged by the quenched disorder, i.e., 〈u2
th〉 = 〈u2〉T .

However, uth is not Gaussian distributed as in the absence of quenched disorder [75].
The first possibility to generalize criterion (3.2) is to replace 〈∆u2(a, 0)〉T = 〈∆u2

th(a, 0)〉
by the full mean-square displacement 〈∆u2(a, 0)〉 = 〈∆u2

th(a, 0)〉+ 〈∆u2
p(a, 0)〉 in eq. (3.1):

〈∆u2(a, 0)〉 = 〈∆u2(a, 0)〉T + 〈∆u(a, 0)〉2 = c2La
2 . (3.3)

This procedure is suitable if temperature (or entropy) and quenched disorder act cooper-
atively in generating topological defects in the FLL. It corresponds to a scenario where
there is only one topologically disordered phase beyond the BrG instability, and the VL
phase and the amorphous VG are thermodynamically identical phases. A criterion such
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as eq. (3.3) would shift the thermal melting line to lower fields and lead to a crossover of
the thermal melting line into the amorphization transition line as soon as 〈∆u2(a, 0)〉T =
〈∆u(a, 0)〉2 = c2La

2 at a temperature Tx, see Fig. 3.1. A Lindemann criterion of the form
(3.3) has been assumed in almost all previous Lindemann analysis of the BrG stability
[63, 64, 65, 66, 68, 69, 70]. It can also be formulated in terms of three characteristic
energies of a vortex lattice unit cell [67, 70], the temperature T , a characteristic energy
Epl ∝ c2L necessary for plastic deformation of the FLL, and a characteristic pinning energy
Epin (equations for Epl and Epin will be given below) as T + Epin = Epl.

A different possibility to generalize criterion (3.2) is based on a mechanism where tem-
perature and quenched disorder do not act cooperatively but lead to two distinct instabili-
ties of the BrG, for example instabilities with respect to dislocation loops on two different
length scales. Such a mechanism will be presented in the next chapter 4, where tempera-
ture leads to an instability with respect to a dislocation array of high (areal) dislocation
density ρ ∼ a−2, which can be interpreted as a VL phase saturated with small dislocation
loops. On the other hand, quenched disorder leads to an instability with respect to a much
smaller dislocation density that is essentially set by a large pinning length (the positional
correlation length, see chapter 4) and characterizing the amorphous VG. Having such a
scenario in mind one would rather generalize eq. (3.1) by introducing a second criterion
which considers only the pinning-induced displacements

〈∆u(a, 0)〉2 = c2La
2 , (3.4)

giving the locus of the disorder-induced or amorphization transition line. The locus of the
thermal melting line is still given by eq. (3.1) or (3.2) and unchanged by quenched disorder.

Within the scenario where quenched disorder and thermal fluctuations act indepen-
dently, one consequently argues for two distinct topologically disordered phases, the VL
and the amorphous VG (at least close to the stability region of the quasiordered BrG,
where we expect Lindemann criteria to work, at higher fields a critical end point can occur,
see chapter 4). This suggests that the locus of the VG-VL transition is given by a third
Lindemann-like criterion

〈∆u2(a, 0)〉T = 〈∆u(a, 0)〉2 , (3.5)

and we have three-phase coexistence for 〈∆u2(a, 0)〉T = 〈∆u(a, 0)〉2 = c2La
2 at the tempera-

ture Tx, see Fig. 3.1. Only in the Lindemann analysis of Ref. [67] this second generalization
of the Lindemann criterion has been employed consistently although in Ref. [63] a criterion
equivalent to eq. (3.5) is applied to calculate the irreversibility line [but the BrG phase
boundary is calculated using eq. (3.3) in Ref. [63]]. In Ref. [67] the two Lindemann criteria
were formulated in terms of the three characteristic energies that we introduced above. We
can write T = Epl equivalent to eq. (3.1) as criterion for thermal melting, the BrG-VL
transition. Epin = Epl corresponding to eq. (3.4) is the criterion for the order-disorder
transition line between VL and amorphous VG. Finally T = Epin equivalent to eq. (3.5) is
the criterion for the VG-VL transition.

Within a dislocation-mediated melting theory it is indeed possible to give some quali-
tative arguments supporting the view that quenched disorder and thermal fluctuations act
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independently rather than cooperatively in destroying the lattice order. For dislocation-
mediated melting it is expected that a first-order transition into a VL phase without any
short-scale translational order has to correspond to a phase transition where a dense ar-
ray of dislocations (ρ ∼ a−2) enters the sample. On the other hand, in the presence of
quenched disorder dislocation lines gain disorder energy by optimizing their position and
shape. However, in a dense dislocation array with dislocation distances or dislocation loop
sizes of the order of the lattice spacing a also the optimization of position and shape can
only take place over distances of the order of a, and thus give only small additional disor-
der energy gains compared to the entropic terms. This suggests that quenched disorder is
an irrelevant perturbation and that thermal fluctuations 〈u2

th〉 alone should be considered
in the Lindemann criterion, as in eq. (3.1). On the other hand, for the melting induced
by quenched disorder, thermal fluctuations are irrelevant because in the three-dimensional
FLL 〈u2

th〉 is independent of system size and thus not diverging in the thermodynamic limit.
Therefore we expect temperature to be an irrelevant perturbation at this order-disorder or
amorphization transition that causes only thermal smearing of the disorder but does not
change the nature of the transition [7]. This suggests that as in eq. (3.4) disorder-induced
fluctuations 〈u〉2 alone should be considered in the Lindemann criterion.

Based on these arguments we will employ the approach of independently acting quenched
and thermal fluctuations, i.e., the criteria (3.2), (3.4), and (3.5) throughout this chapter
which have also been used in Ref. [67] for BSCCO and which are supported by the melting
theory presented in the next chapter 4.

3.3 Single-vortex length and Lindemann criterion

Local Lindemann criteria of the form (3.2)–(3.5), which are probing fluctuations of changes
in bond length ∆u(a, 0) between nearest neighbors, can be reformulated in terms of the
fluctuations of a single vortex line of a certain length which is set by the interactions with its
nearest neighbors. This length scale is the so-called single-vortex length L0 (in the notation
of Ref. [7]), which can be obtained within the elastic description of the FLL with an elastic
Hamiltonian that contains tilt, shear, and compression modes and associated elastic moduli
c44, c66, and c11, see for example Refs. [7] and [6]. Over a wide range of parameters the vortex
lattice is practically incompressible, c11 À c66. Therefore, we can neglect the longitudinal
displacement modes for what follows, and we consider a vortex line participating in a shear
deformation on the scale of the vortex lattice unit cell R = a perpendicular to the vortex
line and on a scale L along the vortex line (we denote perpendicular scales by R and scales
parallel to the vortex line by L). The single-vortex scale L0 is determined by optimizing
the sum of the tilt and shear energy of the vortex lattice unit cell with respect to the length
L which gives

L0 ' a

(
c44(1/a, 1/L0)

c66

)1/2

∼
(
εl(1/L0)
c66

)1/2

, (3.6)

where we have to take into account the dispersion of the tilt modulus c44 = c44(K, q)
whereas the shear modulus is approximately dispersion-free. Because K ' 1/a represents
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the shortest wavelength c44(1/a, q) ' εl(q)/a2 is given by the single-vortex line tension
εl(q). The length scale L0 sets the typical scale along the vortex line over which a single
vortex can freely fluctuate in the “cage” created by its neighbors.

As the vortex lattice is essentially incompressible the elastic vortex lattice fluctuations
are dominated by transversal shear and tilt modes which are described by the transversal
part GT (K, q) of the elastic vortex lattice Green’s function GT (K, q) = c66K

2 +c44(K, q)q2.
Tilt and shear contributions always enter the final results for thermal and disorder-induced
displacement fluctuations through this elastic Green’s function. Therefore we can rewrite
the Lindemann criteria (3.2)–(3.5) using

〈∆u2(a, 0)〉T = 〈∆u2(0, L0)〉T , 〈∆u2(a, 0)〉 = 〈∆u2(0, L0)〉. (3.7)

To calculate mean values of ∆u(L0) = u(0, L0) − u(0, 0), however, we only need to know
single-vortex properties on scales L < L0 [the relative fluctuations of ∆u(L0) are also
identical to the total fluctuations u of a vortex of length L = L0]. Hence, fluctuations of a
single vortex up to the scale of the cage length are identical to relative fluctuations of two
neighboring vortices. The local character of the Lindemann criteria (3.2)–(3.5) becomes
even more obvious.

If the Lindemann criterion is formulated in terms of three characteristic energies as in
Refs. [67] and [70] they also refer to the energies of a vortex fluctuation of wavelength L0

parallel and wavelength a perpendicular to the vortex line. The typical thermal energy of
such a fluctuation is T . The typical energy for a plastic deformation can be estimated by the
elastic energy corresponding to a deformation with u = cLa which is Epl ' εl(1/L0)c2La

2/L0.
The typical pinning energy is estimated by the elastic energy corresponding to the typical
pinning-induced displacement u = 〈∆u(a, 0)〉2 which is Epin ' εl(1/L0)〈∆u(a, 0)〉2/L0. It
becomes clear that the criteria T = Epl, T + Epin = Epl, Epin = Epl, and T = Epin are
equivalent to the Lindemann criteria (3.2)–(3.5).

Using eq. (3.6), we can calculate the single-vortex length L0, for which we find

L0 '
{
εa(1− b)−1/2 for a < λab

a (a/λab)
−3/4 ea/2λab for a > λab ,

(3.8)

where b ≡ B/Bc2 = 2πξ2ab/a
2 is the reduced magnetic induction, λab is the magnetic

penetration depth, and
ε ≡ λab/λc (3.9)

the anisotropy ratio of the type-II superconductor. Small logarithmic corrections are ne-
glected in eq. (3.8). In the dilute limit (a > λab) and in the dense limit (a < λab) very close
to the upper critical field 1 − b ¿ 1 the single-vortex length becomes very large. In both
cases this is due to a softening of the lattice and a corresponding decrease in c66, however
for slightly different reasons. At low fields the vortex interaction decreases exponentially
with increasing a/λab leading to a softening, at extremely high fields softening is due to
the effective increase of the magnetic penetration depth λ̃ab ≡ λab(1 − b)−1/2 by the large
normal cores of the vortices [6] and an effective decrease of the vortex-vortex interaction by
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a factor (1 − b) [5]. In low-Tc materials such as NbSe this effect becomes very important
because melting and amorphization transition lines are both located in the vicinity of the
upper critical field.

Using the result (3.8) we can also derive a simple expressions for the line stiffness which
is justified if prefactors and logarithmic corrections are not crucial and valid only for the
relevant fluctuations q < 1/L0 which are not suppressed by the cage effect:

εl(q) '





a < λab : ε0(1− b)ε2

a > λab :





ε0 for q < λ−1
ab

ε0/q
2λ2

ab for λ−1
ab < q < (ελab)−1

ε0ε
2 for q > (ελab)−1

(3.10)

where ε0 ≡ (Φ0/4πλab)2 is the characteristic line energy of a vortex, and ξab is the coherence
length. The results for the dense limit a < λab and the regime q > 1/ελab in the dilute
limit a > λab are due to the Josephson coupling, whereas tin remaining limits the results
originate from the electromagnetic interaction of line elements, which gives rise to the strong
non-locality.

3.4 Single-vortex fluctuations
and electromagnetic coupling

As already pointed out we can use eq. (3.7) to calculate the averages in the Lindemann crite-
ria (3.2)–(3.5) by considering single-vortex fluctuations up to the scale L0 set by the vortex
interaction. As the simplified expression (3.10) shows there are no further complications
from nonlocal couplings in the dense regime a < λab because the essentially nondispersive
Josephson coupling governs the behavior up to the scale L0 in this regime.

This, however, changes if the dilute limit a > λab is considered where competing effects
of Josephson and electromagnetic coupling between vortex elements have to be taken into
account as eq. (3.10) shows. The effects for single-vortex fluctuations due to temperature
and quenched disorder are discussed in detail elsewhere [55]. For a self-contained discussion
we will present here the main results.

Due to the competing nonlocal electromagnetic and local Josephson coupling there is a
window of wave vectors 1/λab < q < 1/ελab in the dilute limit a > λab where the line stiffness
is strongly dispersive with εl(q) ∝ q−2, see eq. (3.10). In the limit of a very weak Josephson
coupling ε ≈ 0 the dispersion of the electromagnetic contribution persists down to the
shortest length scale, which is then set by the layer distance d. For the fluctuation behavior
in the dilute limit the largest possible wave vector showing q−2 dispersion is important. In
a layered material this is qd ' 1/max {d, ελab} and we introduce a corresponding dispersion
length scale

Ld = max {d, ελab} = λab max {εd, ε} , (3.11)

where
εd ≡ d/λab (3.12)
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is an effective layered anisotropy of the material. For the short-scale fluctuations it is
important to distinguish between two classes of superconductors depending on the strength
of the Josephson coupling or the size of ε. Superconductors with a strong Josephson coupling
ε > εd have Ld ' ελab; YBCO falls into this class and of course all low-Tc materials such
as NbSe without layered structures. On the other hand, superconductors with a weak
Josephson coupling ε < εd have Ld ' d. But it has to be noted that even if ε < εd at T = 0
the Josephson coupling becomes strong above a temperature

td = 1− (ε/εd)2 (3.13)

because εd ∝ (1 − t), where t = T/Tc is the reduced temperature. For typical parameters
for BSCCO, ε ≈ 1/200, d ≈ 15 Å, λab ≈ 2000 Å, and Tc ≈ 100 K one finds that BSCCO
has a weak Josephson coupling at low temperatures but the Josephson coupling becomes
strong above Td ≈ 55 K.

Considering only fluctuations with wave vectors 1/λab < q < qd one can show that due to
the predominantly electromagnetic coupling each vortex segment of length λab effectively
decouples into small segments of length Ld that fluctuate independently in a harmonic
potential [76]. Therefore, the vortex line becomes very soft with respect to fluctuations on
the short scale Ld. This holds for thermal fluctuations as well as for fluctuations due to
pinning. In particular, this leads both for thermal and for fluctuations from quenched point
disorder to a breakdown of scaling in the displacement correlations. Specifically, we find for
L = L0 (the following equation holds analogously for thermal averages 〈. . .〉T )

〈∆u2(L0)〉 '





〈∆u2(L0)〉ε for d < L0 < ελab

〈∆u2(Ld)〉 for Ld < L0 < λab

〈∆u2(L0)〉i + 〈∆u2(Ld)〉 for L0 > λab ,

(3.14)

where the subscript “ε” implies that only large wave vectors q > ελab are integrated over and
thus the average is performed using the anisotropic stiffness εl(q) ' ε0ε

2 and analogously
the subscript “i” implies that only small wave vectors q < λab are integrated over and thus
the average is performed using the local limit of eq. (3.10) where the stiffness is isotropic
εl ' ε0.

According to the Lindemann criteria (3.2)–(3.5) in conjunction with eq. (3.7) the vortex
phase diagram is determined by the displacement fluctuations of a single vortex on scales
L < L0. From eq. (3.14), the structure of the phase diagram with regard to the dominant
scale of these single-vortex fluctuations becomes clear, see Fig. 3.2. In the dense regime a <
λab the essentially nondispersive anisotropic Josephson part of εl(q) is always dominating.
Then the largest scale L0 in the cage model is the dominant scale of fluctuations as in
the first line of eq. (3.14) but we have to include possible high-field corrections and use
εl(q) ' ε0(1− b)ε2 in the dense limit. Evaluation of the Lindemann criteria will show that
this produces the upper branches of both the melting and the amorphization transition line
in the regime a < λab of the B-T plane, see Fig. 3.2.

In the dilute limit a > λab the situation becomes more complicated because L0 grows
exponentially with a, see eq. (3.8), and thus L0 > λab essentially in the whole dilute limit.
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Then effects from the nonlocal electromagnetic coupling become relevant and according
to eq. (3.14) fluctuations from two scales – L0 and Ld = max{d, ελab} – are dominant.
Evaluation of the Lindemann criteria shows that fluctuations on the scale Ld give the
continuation of the upper branch of both the melting and the amorphization transition line
into the dilute regime whereas fluctuations on the exponentially large scale L0 give the
lower branches of both transition lines, see Fig. 3.2. Thus the nonlocal electromagnetic
coupling is responsible for the typical phase diagrams with reentrant liquid or amorphous
vortex phases, see Figs. 3.3, 3.6, and 3.7. Experimentally, lower branches of neither the
melting nor the order-disorder transition line could be observed so far in the dilute regime.
Therefore we will focus on the upper branches throughout this chapter.

As the previous discussion showed, only for the upper branch of the transition lines in
the dilute limit for BSCCO with a weak Josephson coupling dispersion becomes crucial,
and we have to take into account fluctuations on the scale of the layer spacing Ld = d. This
means we have to consider fluctuations of a single pancake vortex relative to its neighbors
in adjacent layers.

Quasi-2D behavior of the vortex lattices becomes relevant for melting processes as soon
as L0 < d when the tilt energy can be neglected against the shear energy on the scale of
one layer spacing d. The crossover condition L0 < d is fulfilled for b > b2D above the 2D
crossover field

b2D ' 2π
κ2

max
{
ε2

ε2d
(1− b)−1, 1

}
, (3.15)

where we used eq. (3.8) and neglected a logarithmic correction [7]. κ ≡ λab/ξab is the
Ginzburg-Landau parameter. For a strong Josephson coupling ε > εd the crossover field is
in the dense regime and has a temperature dependence b2D(1− b2D) ∝ (1− t)−1. From eq.
(3.8) one derives that for ε > d/5ξab we always have L0 > d and there is no crossover to
quasi-2D behavior. This condition is actually fulfilled for YBCO with typical parameters
ε ≈ 1/5, d ≈ 12 Å, and ξab ≈ 15 Å. Therefore we will exclude the possibility of 2D behavior
for YBCO in our subsequent discussions of melting and order-disorder transitions. For a
weak Josephson coupling ε < εd the 2D crossover field is approximately equal to (actually
slightly below) the field b = 2π/κ2 at which a = λab, i.e., the boundary between the
dilute and dense regime. This means for a weak Josephson coupling, e.g., in BSCCO below
Td ≈ 55 K, the vortex lattice melting shows quasi-2D behavior in the whole dense limit. It
is expected that as soon as the melting or the amorphization transition line intersects the
line b2D(t) the character of the melting or amorphization process changes from 3D linelike
to quasi-2D and decoupling of the FLL happens prior to the melting, which is then a 2D
melting transition. A two-dimensional BrG phase has been shown to be always unstable with
respect to dislocation formation in the presence of disorder [77] such that the decoupling
transition leads directly to a 2D amorphous VG if amorphization does not happen prior to
decoupling 1.

1 At this point it should be noted that a Lindemann-like criterion analogous to eq. (3.4) would give
the incorrect result regarding the instability of the 2D BrG phase as it would predict the existence of an
amorphization transition and thus of a quasiordered 2D BrG phase below a critical disorder strength.
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Figure 3.2: Schematic diagrams in the b-t plane (the dilute regime is enlarged) showing the dominant
scales for displacement fluctuations of a single vortex of length L0. For YBCO and NbSe fluctuations on the
largest scale L0 dominate in the dense regime and determine the upper branches of the melting and order-
disorder transition lines. BSCCO exhibits quasi-2D behavior in large parts of the dense regime. Fluctuations
on the exponentially large scale L0 also determine the lower branches of transition lines deep in the dilute
regime for YBCO, NbSe, and BSCCO. The continuation of the upper branches of the transition lines into
the dilute regime, however, is determined by fluctuations on the scale Ld; for YBCO and NbSe Ld = ελab

whereas for BSCCO Ld = d at low temperatures.

Figure 3.2 summarizes the findings of this section regarding the relevant length scales
for the fluctuations causing melting or amorphization for the three exemplary materials we
want to study in this chapter. YBCO has a strong Josephson coupling and Ld = ελab,
BSCCO a weak Josephson coupling and thus Ld = d for temperatures T < Td, and in the
low-Tc material NbSe there is no layered structure at all (formally corresponding to εd ≈ 0)
and Ld = ελab.

3.5 Thermal melting

First we want to briefly recapitulate the calculation of thermal melting curves in the absence
of disorder according to the Lindemann criterion (3.2) or the equivalent criterion

〈∆u2(L0)〉T = c2La
2 (3.16)

formulated in terms of displacement fluctuations of a single vortex on scales L < L0 using
eq. (3.7), to which we apply our results of the preceding section for the length scales of
the relevant fluctuations causing melting. The results are summarized in Fig. 3.3 for NbSe,
YBCO, and BSCCO.
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YBCO and NbSe

YBCO and NbSe are both anisotropic type-II superconductors and have qualitatively similar
melting curves as long as the layered structure of YBCO can be neglected. Fluctuations
are larger in the high-Tc material YBCO due to the increased transition temperatures
(Tc ≈ 90 K for YBCO and Tc ≈ 6 K for NbSe) and lower coherence lengths (ξab ≈ 20 Å
in YBCO and ξab ≈ 100 Å in NbSe) which lead to a Ginzburg number Gi ≡ (Tc/εε0ξab)2/8
[7] with Gi ≈ 1.5× 10−2 for YBCO but much smaller Gi ≈ 1.7× 10−6 in NbSe. Therefore,
the vortex lattice melting in the low-Tc material NbSe takes place only at high fields in the
vicinity of Hc2, see Fig. 3.3.

As pointed out in Sec. 3.4, the Josephson coupling dominates throughout the dense
regime a < λab and thus we use the anisotropic line stiffness εl(1/L0) ' ε0(1 − b)ε2 and
L0 ' εa(1 − b)−1/2 from eq. (3.8) to obtain 〈∆u2(L0)〉T ' TL0/εl. With the Lindemann
criterion (3.16) this gives for the upper branch bm(t) of the melting line the well-known
result [17, 7]

bm
(1− bm)3

' π

4
c4LGi−1(1− t)t−2 . (3.17)

If the upper branch of the melting line is continued into the dilute limit a > λab fluc-
tuations on the scale Ld dominate the expectation value in the Lindemann criterion (3.16),
〈∆u2(L0)〉T ' 〈∆u2(Ld)〉T . YBCO and NbSe have a strong Josephson coupling and thus
Ld = ελab. On the scale ελab, we use again the anisotropic line stiffness εl(1/ελab) ' ε0ε

2 to
get 〈∆u2(ελab)〉T ' Tελab/εl. Then the Lindemann criterion gives the upper branch bm(t)
of the melting line in the dilute limit as [59]

bm ' π√
2
c2Lκ

−1Gi−1/2(1− t)1/2t−1. (3.18)

BSCCO

The strongly layered BSCCO has a weak Josephson coupling at temperatures below Td ≈
55 K. The upper branch of the melting line should intersect the 2D crossover line b2D(t)
around the 2D melting temperature of a superconducting layer T 2D

m ≈ dε0/70 [7]. Taking
again d ≈ 15 Å and λab ≈ 2000 Å as typical parameters for BSCCO, one finds T 2D

m ≈ 10 K
which is well below Td. This means that at the temperature T 2D

m the 2D crossover line is
at the boundary to the dense regime, see eq. (3.15), such that the upper branch of the 3D
melting line lies entirely in the dilute regime, see Fig. 3.3. For clarity of presentation we
will limit the discussion here to phase diagrams for the situation T 2D

m < Td that arises for
a realistic choice of parameters for the BSCCO material.

In the dilute regime, BSCCO exhibits a behavior distinct from YBCO or NbSe due to
its weak Josephson coupling or Ld = d. At the upper branch of the melting line fluctu-
ations on the scale of the layer spacing Ld = d dominate the mean-square displacement
in eq. (3.16) due to the nonlocal electromagnetic coupling as discussed in Sec. 3.4, i.e.,
〈∆u2(L0)〉T ' 〈∆u2(d)〉T . To calculate 〈∆u2(d)〉T on the scale of the layer distance, we
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can consider a single pancake coupled to the pancakes in adjacent layers by a harmonic
potential εl(1/d)∆u2/d, and use εl(1/d) ' ε0ε

2
d from eq. (3.10) in 〈∆u2(d)〉T ' Td/εl(1/d).

Then the Lindemann criterion gives the upper branch bm(t) of the melting line for BSCCO
in the dilute limit as [59]

bm(t) '
√

2πc2Lκ
−2Gi−1

2D(1− t)t−1, (3.19)

where we used the 2D Ginzburg number Gi2D ≡ 2Gi1/2κ−1ε/εd ≈ Tc/100T 2D
m [7]. For

BSCCO with Tc ≈ 100 K the 2D Ginzburg number is Gi2D ≈ 0.096. For low temperatures
t ¿ 1, the transition approaches the 2D melting transition of a layer upon intersecting
b2D ≈ 2π/κ2 (if we choose cL ≈ 1/

√
70), see Fig. 3.3.

For temperatures T < T 2D
m the 3D vortex solid first undergoes a decoupling transition

at a field bdc into a 2D vortex solid which undergoes a 2D melting transition at T 2D
m . If this

decoupling transition is also described by a Lindemann criterion of the form 〈∆u2(0, d)〉T =
c2La

2 as suggested in Refs. [78] and [59], we will get the same formula (3.19) for the decoupling
transition line bdc(t), which is thus the continuation of the 3D melting line into the 2D
regime, see Fig. 3.3.

3.6 Pinning of single vortices

Before addressing the BrG stability boundaries by using the Lindemann criterion (3.4) we
want to discuss different pinning regimes depending on the strength of the frozen disorder.
We consider a single elastic vortex line with stiffness εl(q) in a quenched disorder poten-
tial V (z,u) with a Gaussian distribution, zero mean, and short-range correlations in all
directions,

V (z,u)V (z′,u′) = γξ4abδ(z − z′)∆ξab
(u− u′) . (3.20)

The parameter γ gives the strength of the quenched disorder and is temperature depen-
dent [7]. This temperature dependence due to the microscopic pinning mechanism will be
discussed further below. Usually, we consider point disorder correlations of a short range
ξab given by the size of the vortex cores with and an integrable disorder correlator that we
approximate by ∆ξab

(u) ≈ δξab
(u), i.e., a δ function of range ξab.

A convenient pinning strength parameter δ (see Ref. [7]) is defined by the ratio of the
mean-square pinning energy E2

pin(ξc) ' γξ2abξc for a small line element of length L ' ξc
and with typical displacement u ' ξab and the square of the corresponding tilt energy
Etilt(ξc) ' ε0ε

2ξ2ab/ξc ' ε0ξc
2

δ

ε
≡ γξ2abξc

(ε0ξc)2
. (3.21)

In a layered material one can consider the analogous energies for a segment of length
L ' d, i.e., the mean-square pinning energy E2

pin(d) ' U2
p with the pancake pinning energy

2 It should be noted that this expression has no correction factors (1 − b) at high fields because γ ∝
f2

pin ∝ ε2
0 where fpin is the pinning force exerted by a single point defect [7, 69]; therefore corrections due

to the replacement ε0 → ε̃0 = ε0(1− b) in eq. (3.21) cancel.
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Figure 3.3: Schematic phase diagrams for thermal melting of the vortex solid (VS) into a vortex liquid
(VL) in the absence of quenched disorder for NbSe, YBCO, and BSCCO. For BSCCO above the crossover
field b2D there is a decoupling into a 2D VS prior to melting. (The dilute regime is enlarged, the reentrance
at very low fields is shown for completeness but not discussed in the text.)

Up = (γξ2abd)
1/2 and the square of the corresponding tilt energy Etilt(d) ' εl(1/d)ξ2ab/d '

ε0(ε2 + ε2d)ξ
2
ab/d, see eq. (3.10). Using this we define an analogous layered pinning strength

parameter δd as

δd ≡
U2

p

[ε0(ε2 + ε2d)ξ
2
ab/d]

2
. (3.22)

From the definitions (3.21) and (3.22) it is clear that collective pinning theory applies to
weak pinning δ/ε ¿ 1 and δd ¿ 1. Whereas the former condition is usually fulfilled
both in low-Tc materials such as NbSe and anisotropic HTSC’s such as YBCO, the latter
condition is violated in layered HTSC’s with strong disorder, e.g., in BSCCO. We will call
pinning with δd > 1 strong pinning. Experimental estimates for the pinning strength can
be obtained from measurements of the (single-vortex) critical current jc using the relation
jc ' j0 (δ/ε)2/3, where j0 ' cε0/ξabΦ0 is the depairing current [7]. Due to their larger
anisotropy and the intrinsic doping typical values for the pinning parameter δ/ε are usually
higher in the high-Tc materials YBCO and BSCCO. Throughout this chapter we assume
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values δ/ε ≈ 10−2 for YBCO (corresponding to jc ≈ 107 A cm−2). and much smaller values
δ/ε ≈ 10−9 for the low-Tc material NbSe (corresponding to jc/j0 ∼ 10−6, see Ref. [79]), both
well in the weak pinning regime. For BSCCO we find indeed strong pinning δd ≈ 104 À 1
using an estimate Up ≈ 10 K (these values correspond to δ/ε ≈ 0.03).

There are two basic microscopic pinning mechanisms, δl pinning from variations in
the mean free path and δTc pinning from variations in Tc, which give rise to a different
temperature dependence of δ/ε. Without going into details here it is found [7, 69] that

δ ∝ (1− t)3/2 (δl pinning) , (3.23)
δ ∝ (1− t)−1/2 (δTc pinning) . (3.24)

Whereas for high-Tc materials (YBCO, BSCCO) the thermal smearing of the pinning energy
landscape above the depinning temperature Tdp is much more important because it sets in at
much lower temperatures (Tdp ¿ Tc), the temperature dependence through the microscopic
parameters of δ plays an important role in low-Tc materials (NbSe) where the depinning
temperature essentially coincides with Tc.

Weak collective pinning

Within weak collective pinning theory the central crossover length for a single vortex is
the collective pinning or Larkin length Lc which is defined as the length scale at which
〈∆u(Lc)〉2 = ξ2ab at low temperatures. On smaller scales perturbation theory applies and the
disorder potential can be expanded into random forces (RF). In this regime the roughness
exponent is ζRF = 3/2, i.e., 〈∆u(L)〉2 ∝ L3. Segments longer than Lc, on the other hand,
explore many almost degenerate minima of the pinning energy landscape. In this so-called
random manifold (RM) regime we use the estimate ζRM ≈ 5/8 for the roughness exponent
[80, 81]. As pointed out in Sec. 3.4 we only need to consider single-vortex fluctuations with
the nondispersive anisotropic Josephson stiffness and fluctuations of single pancakes on the
scale d if we are only interested in the upper branch of the order-disorder transition between
BrG and amorphous VG phase.

For pinned single vortex lines with the anisotropic Josephson stiffness we have at low
temperatures the usual anisotropic collective pinning length [7]

Lc ' εξab (δ/ε)−1/3 (3.25)

which has no correction factors (1 − b) at high fields exactly like δ/ε. The displacement
fluctuations are given by

〈∆u(L)〉2 ' ξ2ab (L/Lc)
3 for L < Lc , (3.26)

〈∆u(L)〉2 ' ξ2ab (L/Lc)
5/4 for L > Lc . (3.27)

There are two important crossovers upon increasing the disorder strength, the crossover
from bundle pinning to single-vortex pinning [7] if Lc decreases below the single-vortex
length L0 set by the interaction between vortices and the crossover from weak collective to



Chapter 3. Lindemann Analysis 31

strong pinning if Lc drops below the layer spacing d and we have to consider the strong
pinning of individual pancake vortices [55].

At higher temperatures the disorder gets effectively weakened by thermal fluctuations
within the pinning energy landscape as soon as 〈∆u2(Lc)〉T = ξ2ab. This happens at the
anisotropic depinning temperature

Tdp ' εε0ξab (δ/ε)1/3 (3.28)

above which an exponential increase of the pinning length sets in [7, 82]

Lc(T ) ' Lc
Tdp

T
eC(T/Tdp)α

(3.29)

with a numerical factor C and an exponent α. For point disorder with an integrable disorder
correlation function ∆ξab

(u) one finds α = 3 [7, 82], and the numerical factor C = 32/π has
been determined in Ref. [83]. The displacement fluctuations for L > Lc(T ) become

〈∆u(L)〉2 ' ξ2ab

(
1 +

T

Tdp

Lc(T )
Lc(0)

)(
L

Lc(T )

)5/4

. (3.30)

Note that thermal depinning plays no role in low-Tc materials where εε0ξab ∼ 1000 K at
T = 0, and the depinning temperature practically coincides with Tc if the temperature
dependence of the microscopic parameters λab and ξab is taken into account and Tdp is
calculated self-consistently from eq. (3.28).

Single-vortex versus bundle pinning

For L0 < Lc pinned vortices on the scale of the pinning length are already interacting and
the collectively pinned objects are vortex bundles rather than single vortices [7]. The regime
L0 < Lc is called bundle pinning regime. For our purposes bundle pinning simply means
that on the scale of the single-vortex length, single-vortex displacements are still treated
correctly by the perturbative RF regime (3.26). On the other hand, for L0 > Lc the pinned
objects on the scale of the pinning length are single vortex lines rather than bundles. The
regime L0 > Lc is therefore called single-vortex pinning regime. In this regime the RF
regime does no longer apply on the single-vortex scale L0 but we rather have to apply the
findings (3.27) for the RM regime. For the following discussion of different materials it is
crucial to know the single-vortex pinning field bsv where the crossover between single-vortex
and bundle pinning happens within the pinning diagram in the b-δ plane. For our purposes,
we can focus the discussion on the dense regime a < λab, in the dilute regime single-
vortex pinning is dominant because interactions become exponentially weak. At T = 0 the
condition L0 = Lc for bsv gives

bsv(1− bsv) ' 2π (δ/ε)2/3 (3.31)

using eqs. (3.8) and (3.25). This equation produces two branches for the single-vortex
pinning field bsv. For b ¿ 1, we find for the lower branch blsv ∝ (δ/ε)2/3 and close to the
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Figure 3.4: Schematic pinning diagram in the b-δ plane showing the single-vortex pinning field bsv at low
temperatures (the dilute regime is enlarged). Due to their larger anisotropy typical values for the pinning
parameter δ/ε are usually higher in the high-Tc materials YBCO and BSCCO and lie in the single-vortex
pinning regime (right hatched region). They are lower in the low-Tc materials such as NbSe and lie typically
in the bundle pinning regime (left hatched region). The line bt(δ) shows the amorphization transition line
in the dense regime as described by eq. (3.40) for bundle pinning and eq. (3.42) for single-vortex pinning.
For very weak pinning δ/ε < c3

L as in NbSe this line is in the bulk pinning regime, for stronger disorder as
in YBCO and BSCCO it lies in the single-vortex regime.

upper critical field 1−b¿ 1, an upper branch 1−busv ∝ (δ/ε)2/3, see Fig. 3.4. For δ/ε < κ−3

the lower branch enters the dilute regime a > λab where blsv ∝ κ−2 ln−2
(
κ−1δ−1/3

)
; this

is the generic situation for NbSe, see Fig. 3.4. For δ/ε > (8π)−3/2 ≈ 0.008 there is only
single-vortex pinning; typical disorder strengths for YBCO and BSCCO have such values
as shown in Fig. 3.4. For low-Tc materials the lower branch of the single-vortex pinning
boundary blsv is usually in the dilute regime a > λab due to the small disorder strength
whereas in the high-Tc materials it is in the dense regime a < λab. This is the experimental
situation that we will assume throughout the following discussion of the different materials
and that is sketched in Fig. 3.4.

The temperature dependence of the lines bsv is rather different depending on whether
the depinning temperature Tdp is much smaller then the critical temperature Tc as in the
high-Tc materials YBCO and BSCCO or whether it practically coincides with Tc as in
the low-Tc superconductor NbSe, see Fig. 3.5. Therefore the thermal weakening of disorder
above the depinning temperature, which gives an exponential increase of the pinning length,
is the dominant effect for high-Tc superconductors. The temperature dependence through
the microscopic parameters (3.23) or (3.24) can be neglected for these materials as long as
Tdp/Tc is small. In this situation we have to use the condition L0 = Lc(T ) with Lc(T ) from
eq. (3.29) above the depinning temperature Tdp. This gives in the dense regime

bsv(1− bsv) ' 2π (δ/ε)2/3 (Tdp/T )2 e−2C(T/Tdp)3 (3.32)

from which we derive an exponentially decreasing lower branch an exponentially increasing
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Figure 3.5: Schematic pinning diagram in the b-t plane showing the temperature dependence of the
single-vortex pinning field bsv for δl pinning (solid lines) and δTc pinning (dashed lines). For the high-
Tc materials YBCO and BSCCO thermal smoothing above the depinning temperature Tdp governs the
temperature dependence of bsv. For the low-Tc material NbSe the temperature dependence of the pinning
parameter δ(t) itself [eqs. (3.23) and (3.24)] is most relevant.

upper branch as shown in Fig. 3.5. At temperatures slightly above Tdp the lower branch
enters the dilute regime a > λab. Note that for high-Tc materials blsv(T ) typically starts
out in the dense regime for T = 0. The thermal weakening of disorder above Tdp has been
neglected in Ref. [70] although high-Tc materials with potentially rather low Tdp have been
considered.

On the other hand, Tdp/Tc is no longer small for the low-Tc superconductors where
Tdp/Tc ≈ 1, and in these materials the temperature dependence of the pinning length
comes exclusively through the temperature dependence of the pinning strength (3.23) or
(3.24). Using this in eq. (3.31) we find blsv(t) ∝ (1 − t) and 1 − blsv(t) ∝ (1 − t) for δl
pinning and blsv(t) ∝ (1 − t)−1/3 and 1 − blsv(t) ∝ (1 − t)−1/3 for δTc pinning in the dense
regime. If blsv(T ) starts out in the dilute regime for T = 0 the lower branch for δl pinning is
blsv(T ) ∝ κ−2 ln−2

[
κ−1δ−1/3(1− t)−1/2

]
and stays in the dilute regime, see Fig. 3.5. For δTc

pinning the lower branch will enter into the dense regime at a temperature 1− t ' (δ/ε)2κ6

in this case, see Fig. 3.5. Note that these results are different from what has been obtained
in Ref. [69] where factors (1− b) in the expression for L0 have been neglected.

Pinning of pancake vortices

On the smallest scale in a layered superconductor L = d we can no longer discuss fluctuations
of vortex lines. Then we have to consider the relative displacements u ≡ ∆u(d) between
single pancake segments of the vortex line in two neighboring layers and discuss the pinning
of single pancake vortices [84, 66, 85, 55]. For large disorder strength and weak Josephson
coupling as it occurs typically in BSCCO, it is possible that δd > 1, which is equivalent
to Lc < d as becomes clear from the definition (3.22) of δd. In this case the pinning of
pancake vortices becomes particularly interesting because we cross over to a regime where
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pinning is no longer a small perturbation but we have strong pinning of pointlike pancake
vortices. To calculate 〈∆u2(d)〉T on the scale of the layer distance, we consider as in Sec.
3.5 a single pancake with displacement u coupled to the pancakes in adjacent layers by a
harmonic potential εl(1/d)u2/d, but with an additional pinning potential Vd(u) = dV (0,u).

Using an Imry-Ma argument [84, 66, 85, 55] one can estimate 〈u〉2 for strong pinning
(δd > 1) at low temperatures,

〈u〉2 ' ξ2abδ
1/2
d ln−1/2 (δ1/2

d ) . (3.33)

The corresponding ground-state energy E0 ' Epin(u) is

E0 ' −Up ln1/2 (δ1/2
d ) (3.34)

whereas the typical elastic energy sets an energy scale

U∗ ' Up ln−1/2 (δ1/2
d ) (3.35)

which is the typical size of elastic energy barriers between different metastable states.
Equation (3.33) is a non-perturbative result which holds for 〈u〉2 > ξ2ab, which is exactly

the condition δd > 1 for strong pinning. Otherwise perturbation theory applies and one
finds

〈u〉2RF ' ξ2abδd . (3.36)

which is the perturbative RF result for weakly pinned pancake vortices.
Thermal fluctuations weaken the pinning and lead to thermal depinning of pinned pan-

cakes. The characteristic depinning temperatures, however, are different for the cases of
strong pinning (δd > 1) and weak pinning (δd < 1). For strong pinning the relevant depin-
ning temperature is set by the typical barrier height U∗, and the depinning happens in the
temperature interval U∗ < T < |E0| [55, 85].

What remains to be considered for strong pinning are the displacements on scales larger
than d, i.e., the case L > d > Lc. At low temperatures, we are in the RM regime at all
scales L > d such that

〈∆u〉2(L) ' 〈∆u〉2(d) (L/d)2ζRM , (3.37)

where 〈∆u2〉(d) is given by eq. (3.33), and ζRM ≈ 5/8. This result stays valid up to
temperatures U∗ where the strongly pinned pancakes thermally depin. At this temperature
the thermally increased pinning length grows beyond the layer spacing Lc(U∗) = d, increases
(double) exponentially for U∗ < T < |E0|, and crosses over to the weak pinning result (3.29)
for T > |E0|. The details of the (double-) exponential increase of Lc(T ) in the temperature
interval U∗ < T < |E0| for strong pinning are given in Ref. [55].

3.7 Order-disorder transition at T = 0

In the presence of quenched point disorder the Lindemann criterion (3.4) for the stability
of the BrG and thus the location of the order-disorder transition can be written as

〈∆u(L0)〉2 = c2La
2 , (3.38)
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where we used eq. (3.7). As for thermal fluctuations we only need to consider displacement
fluctuations of single vortices on scales L < L0 using the results for pinned single vortices
introduced in the preceding Sec. 3.6. In this section we want to consider the case T = 0 and
study the order-disorder or amorphization transition line bt(δ) as function of the pinning
strength only. The resulting phase diagrams in the b-δ plane are shown in Fig. 3.6 for NbSe,
YBCO, and BSCCO.

NbSe, YBCO

At T = 0 the anisotropic type-II superconductors YBCO and NbSe have essentially identical
phase diagrams in the b-δ plane if pinning is weak enough that a vortex is collectively pinned
over distances Lc > d and the layered structure of YBCO can be neglected.

For weak pinning in the dense regime a < λab we use the weak collective pinning theory
and the anisotropic stiffness from the Josephson coupling, i.e., eq. (3.26) for bundle pinning
or eq. (3.27) for single-vortex pinning to evaluate the left-hand side (lhs) 〈∆u(L0)〉2 of the
above Lindemann criterion. For very weak pinning the transition line will be in the bundle
pinning regime where we use L0 ' εa(1− b)−1/2 from eqs. (3.8) and (3.26) to obtain

〈∆u(L0)〉2 ' ξ2ab (L0/Lc)
3 ' a2 (b/2π)−1/2 (1− b)−3/2δ/ε . (3.39)

This result is interesting because it means that the Lindemann criterion (3.38) gives a order-
disorder transition line bt(δ) leading to a reentrance of the amorphous VG within the dense
regime a < λab as long as we have bundle pinning. We find upper and lower branches of
the reentrant transition line bt(δ),

1− but ' (2π)1/3c
−4/3
L (δ/ε)2/3 ,

blt ' 2πc−4
L (δ/ε)2 . (3.40)

which meet at bt = 1/4 such that there is no transition line in the bundle pinning regime
for disorders δ/ε > 0.13c2L, see Fig. 3.6. Using the condition L0 = Lc for bsv, one finds that
the order-disorder transition line bt(δ) intersects the single-vortex pinning line bsv(δ) for
c2La

2 = 〈∆u(Lc)〉2 = ξ2ab and thus leaves the bundle pinning regime at a field bt = 2πc2L and
a disorder strength δ/ε ≈ c3L, see also Fig. 3.4. Therefore, the peculiar reentrant behavior
can only be found for bt = 2πc2L < 1/4 or Lindemann numbers cL < (8π)−1/2 ≈ 0.2. As
indicated in Fig. 3.6, NbSe typically has a very small pinning parameter such that the
upper order-disorder transition field is given by the bundle pinning result (3.40). The lower
transition field is then located within the dilute regime a > λab, and not given by eq. (3.40).

For stronger disorder δ/ε > c3L, as it is typical for YBCO, there will be another transition
line in the dense regime, which lies in the single-vortex pinning regime at magnetic fields
bt < 2πc2L, see Fig. 3.6. This part is found from eqs. (3.27) and (3.8),

〈∆u(L0)〉2 ' ξ2ab (L0/Lc)
5/4 ' a2 (b/2π)3/8 (1− b)−5/8 (δ/ε)5/12 . (3.41)

For single-vortex pinning, the Lindemann criterion (3.38) only gives an upper branch of the
order-disorder transition line bt(δ) at

but ' 2πc16/3
L (δ/ε)−10/9 , (3.42)
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where we used 1− b¿ 1 because blt < 2πc2L ¿ 1 in the single-vortex regime. We conclude
that there will be a reentrance of the amorphous VG and the BrG as function of the
magnetic field for disorder strengths c3L < δ/ε < 0.13c2L, see Fig. 3.6, if the Lindemann
number cL is sufficiently small. Only the result (3.42) for the order-disorder transition line
in the single-vortex pinning regime, which can be more generally written as

but ∼ c
2/(1−ζRM )
L (δ/ε)−2ζRM/3(1−ζRM ) , (3.43)

has been obtained in all previous Lindemann analysis [63, 64, 65, 66, 67, 68, 69, 70] which
differ only in the estimates used for ζRM .

On the continuation of the upper branch of the order-disorder transition line into the
dilute limit a > λab fluctuations on the scale Ld = ελab govern the displacement fluctuations
in the Lindemann criterion (3.38), i.e., 〈∆u(L0)〉2 ' 〈∆u(ελab)〉2. Only for single-vortex
pinning disorder is strong enough (δ/ε > c

24/5
L κ9/5) that the upper branch of the amor-

phization line lies in the dilute regime. Thus we use eqs. (3.27) and (3.8) to obtain

〈∆u(ελab)〉2 ' ξ2ab

(
ελab

Lc

)5/4

' a2 b

2π
κ−5/4 (δ/ε)5/12 , (3.44)

which gives with the Lindemann criterion the upper branch of the order-disorder transition
in the dilute regime,

but ' 2πc2Lκ
−5/4 (δ/ε)−5/12 . (3.45)

YBCO

The YBCO phase diagram in the b-δ plane is qualitatively different from the NbSe diagram
only for such strong disorder that the collective pinning length drops below the layer spacing
Lc < d, see Fig. 3.6. This happens for δ/ε > (εξ/d)3 = (ε/εdκ)3 [or δd = (δ/ε)(κεd/ε)3 > 1,
see eqs. (3.21) and (3.22)] in the single vortex pinning regime; for generic disorder strengths
in YBCO this also happens before the order-disorder transition line enters the dilute regime
as indicated in Fig. 3.6. For Lc < d we have to use our results about strongly pinned pancake
vortices from Sec. 3.6). In particular, we have to use eq. (3.37) together with eq. (3.33) to
calculate the lhs 〈∆u(L0)〉2 in the Lindemann criterion (3.38).

In the dense limit a < λab the Josephson coupling and thus fluctuations on the scale
L0 dominate the displacements. Neglecting logarithmic corrections we find from eqs. (3.37)
and (3.33)

〈∆u(L0)〉2 ' ξ2abδ
1/2
d

(
L0

d

)5/4

' a2

(
b

2π

)3/8 (εd
ε
κ
)1/4

(
δ

ε

)1/2

, (3.46)

which gives for the upper branch of the order-disorder transition in the dense limit [68]

but ' 2πc16/3
L (εdκ/ε)

−2/3 (δ/ε)−4/3 . (3.47)



Chapter 3. Lindemann Analysis 37

Upon increasing the disorder strength, the order-disorder transition line enters the dilute
limit [for δ/ε > c4L(ε/εdκ)1/2κ3/2], see Fig. 3.6. In the dilute limit, fluctuations on the scale
Ld = ελab cause the strongest displacements, for which eqs. (3.37) and (3.33) yield

〈∆u(ελab)〉2 ' ξ2abδ
1/2
d

(
ελab

d

)5/4

' a2 b

2π

(εd
ε
κ
)1/4

κ5/4

(
δ

ε

)1/2

(3.48)

and hence for the upper branch of the order-disorder transition line in the dilute limit

but ' 2πc2L (εdκ/ε)
−1/4 κ−5/4 (δ/ε)−1/2 . (3.49)

This case has been previously studied in Ref. [66], the results of which agree with eq. (3.49).

BSCCO

The strongly layered BSCCO has a weak Josephson coupling at low temperatures, and the
2D crossover field b2D is slightly below the boundary to the dense regime according to eq.
(3.15). Consequently, the upper branch of the 3D amorphization transition line lies entirely
in the dilute regime where fluctuations on the scale Ld = d dominate on the lhs of the
Lindemann criterion (3.38), 〈∆u(L0)〉2 ' 〈∆u(d)〉2.

In a strongly layered material such as BSCCO it is more convenient to use the parameter
δd, see eq. (3.22), for the disorder strength and discuss the order-disorder transition line
in the b-δd plane. For weak pinning (δd < 1) we use eq. (3.36) to calculate for the upper
branch of the order-disorder transition line in the dilute limit

but ' 2πc2Lδ
−1
d . (3.50)

On the other hand, for strong pinning (δd > 1) we use eq. (3.33) to obtain

but ' 2πc2Lδ
−1/2
d , (3.51)

which agrees with the corresponding result of Ref. [66]. For typical values κ ≈ 200 for
BSCCO it is clear that the order-disorder transition line intersects the 2D crossover field
b2D ' 2πκ−2 in the strong pinning regime for δd ' c4Lκ

4 (which usually entails δd À 1).
Note that typical pinning strengths for BSCCO have similar values, as indicated in Fig. 3.6.
At smaller disorder strengths the BrG phase will be stable up to a decoupling field bdc(δd)
where the FLL decouples into 2D pancake lattices. As already mentioned there is no stable
2D BrG phase and we thus conclude that at the decoupling field also the in-plane topological
order is lost and we have a direct transition into a 2D amorphous VG. If the decoupling
transition is also described by a Lindemann criterion of the form 〈∆u(0, d)〉2 = c2La

2 as
proposed in Ref. [84] the same formulas (3.50) and (3.51) apply to the decoupling transition
line bdc(δd), which is the continuation of the order-disorder transition line into the regime
above the 2D crossover field b2D, see Fig. 3.6. It should be stressed that the phase diagram
of BSCCO in the b-δ plane looks qualitatively different from those of YBCO and NbSe in
the dense regime a < λab at higher fields as the peculiar reentrance of the amorphous VG
phase is absent for BSCCO because fluctuations on the scale of the layer spacing d are
dominating for this material.
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3.8 Order-disorder transition at T > 0

In this section we discuss the influence of thermal fluctuations on the phase diagrams we
derived in the preceding section for T = 0. To do so we choose a realistic T = 0 value for
the disorder strength δ/ε or δd somewhere in the hatched regions of Fig. 3.6. The results
for the phase diagrams of NbSe, YBCO, and BSCCO in the b-t plane are summarized in
Fig. 3.7. Similar to what we found already for the single-vortex pinning field bsv there
are essential differences in the temperature dependence of the order-disorder transition line
bt(t) depending on whether the depinning temperature Tdp is much smaller than the critical
temperature Tc as in the high-Tc materials YBCO and BSCCO or whether it practically
coincides with Tc as in the low-Tc superconductor NbSe. In the high-Tc materials the
thermal weakening of the disorder is by far the dominant effect. On the other hand, in
the low-Tc materials Tdp is very close to Tc and the temperature dependence through the
microscopic pinning parameters (3.23) or (3.24) is most important.

NbSe

In a low-Tc such as NbSe we typically have weak bundle pinning at the order-disorder
transition at T = 0, and the order-disorder transition fields bu,l

t are given by eq. (3.40).
Thermal depinning from disorder can be neglected, and the temperature dependence of the
order-disorder transition line comes exclusively from the temperature dependence through
the microscopic parameters entering the pinning strength δ, i.e., eq. (3.23) or (3.24). Then,
the order-disorder transition line in the b-t plane is obtained from eqs. (3.40), (3.42), and
(3.45) simply by substituting the correct δ(t).

For δl pinning the disorder strength ∝ (1− t)3/2 gives together with eq. (3.40) an upper
branch of the order-disorder transition line which stays in the bundle pinning regime and
has a temperature dependence 1− but (t) ∝ (1− t). Therefore, the order-disorder transition
line approaches b = 1 with increasing temperature and has to intersect the melting line
bm(t) where it terminates, see Fig. 3.7. Because we used here the Lindemann criterion
based on the scenario of two distinct instabilities for thermal and quenched fluctuations the
phase diagram looks qualitatively as in Fig. 3.1 on the right. For a cooperative mechanism
the transition line will be lower and not intersect the melting line as on the left in Fig. 3.1.

For δTc pinning the situation is rather different because the disorder strength increases
with temperature ∝ (1−t)−1/2 such that the BrG becomes always unstable sufficiently close
to Tc and the order-disorder transition line does not intersect the melting line. Because the
disorder strength increases with temperature for δTc pinning the topology of the phase
diagram in the b-t plane is the same as that in the b-δ plane, as can be seen in Figs. 3.6
and 3.7. In particular the amorphous VG and the BrG are reentrant as a function of the
magnetic field in the dense regime also in the b-t plane. Using eq. (3.40) we find within the
bundle pinning regime the two branches 1− but (t) ∝ (1− t)−1/3 and blt(t) ∝ (1− t)−1. In the
single-vortex pinning regime (3.42) gives but (t) ∝ (1 − t)5/9. These results are summarized
in Fig. 3.7.

Our results for the case of δTc pinning might give an explanation for the experimental
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phase diagram measured in Ref. [62] where a reentrant amorphous VG phase was found in
the dense regime which does not intersect with the melting line. This is exactly what we
find for δTc pinning in the bundle pinning regime, see Fig. 3.7.

YBCO

For the high-Tc materials YBCO and BSCCO the thermal smearing plays a much bigger
role than the temperature dependence through the microscopic parameters contained in the
pinning strength δ. For YBCO effects from the layered structure can be neglected unless
at rather high disorder strength δ/ε > (εξ/d)3 or δd > 1 where Lc(0) < d. However, typical
disorder strengths δ/ε for YBCO are bigger than for NbSe (due to the intrinsic doping of
HTSC and the increased anisotropy) and the order-disorder transition field but is located
within the single-vortex pinning regime at low temperatures.

For Lc(0) > d collective pinning theory applies and the thermal smearing sets in above
the depinning temperature Tdp. For T < Tdp the order-disorder transition line but (t) is
horizontal and given by eq. (3.42), see Fig. 3.7. In high-Tc materials Tdp is typically well
below Tc. Taking typical values for YBCO as an anisotropic high-Tc superconductor with
strong Josephson coupling, λab ≈ 1500 Å, ε ≈ 1/5, d ≈ 12 Å and a disorder strength
δ/ε ≈ 10−2 (corresponding to a critical current jc ' j0(δ/ε)2/3 ' 107 Acm−2), we have
weak pinning [Lc(0) > d] and find Tdp ' 40 K for the depinning temperature, which is
indeed well below Tc ≈ 90 K. For T > Tdp we have to use (3.30) to evaluate the lhs of the
Lindemann criterion (3.38) and obtain

〈∆u(L0)〉2 ' ξ2ab (L0/Lc(0))5/4 (T/Tdp)
5/4 e−(C/4)(T/Tdp)3 . (3.52)

Pinning-induced displacements drop exponentially above Tdp, therefore the thermal smear-
ing is by far the most important effect of thermal fluctuations. The Lindemann criterion
(3.38) yields an exponentially increasing upper branch of the order-disorder transition line

but ' 2πc16/3
L (δ/ε)−10/9 (T/Tdp)

−10/3 e(2C/3)(T/Tdp)3 , (3.53)

which will intersect the melting line at a temperature Tx, which can be determined from
a simple argument as follows. According to the scenario where thermal and quenched
fluctuations cause independently instabilities of the BrG, thermal displacements should be
of the same size as disorder-induced fluctuations at Tx, i.e., 〈∆u2(L0)〉T = 〈∆u(L0)〉2.
However, this is exactly the definition of the pinning length Lc(T ) above the temperature
Tdp from which we conclude that Tx is determined by the additional condition Lc(Tx) = L0.
This also means that the amorphization transition line but (t) does not leave the single vortex
pinning regime for thermally weakened disorder above Tdp until it intersects also with the
single-vortex pinning boundary bsv(t) (3.32) at Tx, see Fig. 3.7. For the temperature Tx

and the field bx ≡ bm(tx) = but (tx) = bsv(tx) we find

Tx ' Tdp

(
[2/C] ln

[
(δ/ε)1/3c−1

L

])1/3
, (3.54)

bx ' 2πc4L (δ/ε)−2/3 (Tx/Tdp)
−2 . (3.55)



40 Part I. Strings and Vortex Phases

The temperature Tx is only slightly above Tdp due to the exponential increase of the upper
branch of the order-disorder transition line. Using a disorder strength δ/ε ≈ 10−2 and cL ≈
0.15 we obtain Bx ≈ 5.6 T for the intersection field in good agreement with experimental
phase diagrams for YBCO [61]. The characteristic exponentially increasing upper branch
of the order-disorder transition line (3.53) above the depinning temperature Tdp has also
been obtained in Refs. [63], [65], and [68].

For Lc(0) < d pancake vortices are strongly pinned at low temperatures and the thermal
smearing of the pinning potential sets in at the higher temperature U∗ (3.35) which is the
characteristic depinning temperature for strong pinning. For T < U∗ the order-disorder
transition line but (t) is horizontal and given by eq. (3.47), see Fig. 3.7. At the temperature
U∗ we find Lc(U∗) = d, and in the temperature interval U∗ < T < |E0| pinning-induced
displacements decrease (double-)exponentially with increasing temperature. For T > |E0|
the results cross over to the above formula (3.53). The details of the (double-)exponential
increase of the order-disorder transition line but (t) for U∗ < T < |E0| can be easily obtained
using the results of Ref. [55] but will not be presented here. The resulting phase diagram
looks qualitatively as for weak pinning with the slightly higher t∗ = U∗/Tc replacing the
depinning temperature tdp, see Fig. 3.7.

Regardless of whether we have strong disorder with Lc(0) < d or weak collective pinning,
we find a remarkable reentrant non-monotonic BrG instability line if we follow the order-
disorder transition line but (t) and after the intersection further on the thermal melting line
bm(t), see Fig. 3.7. This is in agreement with experiments [61] where a non-monotonic BrG
instability line is clearly seen for YBCO. Because we used here the Lindemann criterion
based on the scenario of two distinct instabilities for thermal and quenched fluctuations the
phase diagram of YBCO in Fig. 3.7 looks qualitatively as in Fig. 3.1 on the right. For a
cooperative mechanism the transition line but (t) will be lower and not intersect the melting
line as on the left in Fig. 3.1. However, also in this scenario a reentrant non-monotonic
behavior of the resulting curve but (t) is found.

BSCCO

For the strongly layered BSCCO several phase diagrams in the b-t plane are possible depend-
ing on the three temperatures Td, below which BSCCO has a weak Josephson coupling, the
2D melting temperature T 2D

m , and finally the characteristic depinning temperature U∗. For
pancake pinning energies Up between Up ≈ 10 K and Up ≈ 20 K one finds values between
U∗ ≈ 5 K and U∗ ≈ 10 K for the depinning temperature U∗.

As for the thermal melting we will focus on the situation T 2D
m < Td that occurs for a

realistic choice of material parameters for BSCCO; in Sec. 3.5) we found estimates Td ≈ 55 K
and T 2D

m ≈ 10 K. Then the upper branch of the 3D melting line lies entirely in the dilute
regime as in Fig. 3.3. Typical disorder strengths for BSCCO are such that we are in the
strong pinning regime δd > 1. For sufficiently strong disorder δd > c4Lκ

4 (À 1), which
corresponds to U∗ > T 2D

m , there is a genuine 3D amorphization transition at T = 0 whereas
for smaller disorder 1 < δd < c4Lκ

4, corresponding to U∗ < T 2D
m , we have found a decoupling

transition that simultaneously destroys topological in-plane order.
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For strong disorder δd > c4Lκ
4 or U∗ > T 2D

m the 3D amorphization transition field but
lies in the dilute regime at low temperatures and its disorder dependence is given by eq.
(3.51). Thermal fluctuations lead to a depinning of strongly pinned pancake vortices only
above the temperature U∗ at which 〈∆u(d)〉2 ' 〈∆u(d)2〉T [55]. Therefore U∗ is also the
temperature where the amorphization transition line but (t) intersects the melting line, i.e.,
Tx = U∗. For all T < U∗ the amorphization transition line runs horizontally, see Fig. 3.7. In
particular, this excludes a reentrant behavior. The horizontal order-disorder transition line
but (t) and, after intersecting, the thermal melting line bm(t) are monotonously decreasing
with increasing temperature. This is unchanged also if we use the slightly different Linde-
mann criterion based on a cooperative mechanism of thermal and quenched fluctuations.
Indeed, experimental signs for a non-monotonic BrG instability line are much weaker for
the BSCCO compound [60], and only recently a small “inverse melting” effect has been
confirmed experimentally [86]. Because the non-monotony is much smaller in BSCCO than
in YBCO this effect might be beyond the scope of the Lindemann criterion for BSCCO.
Above the order-disorder transition line but (t) we can speculate that a 3D amorphous VG
phase will be stable up to the thermal decoupling field bdc(t) that we discussed in Sec. 3.5.
At bdc(t) the FLL decouples by thermal fluctuations into 2D pancake lattices which are in
a 2D amorphous VG phase as there is no stable 2D BrG phase. The 2D amorphous VG
phase might be separated by another dynamical crossover, in which the dislocation mobility
increases by thermal fluctuations, from the 2D VL phase but both phases have no in-plane
topological order.

For somewhat weaker disorder 1 < δd < c4Lκ
4 or U∗ < T 2D

m a slightly different sequence
of transitions occurs as at low temperatures the BrG phase is stable up to a decoupling
field bdc, which lies in the dense regime and the disorder dependence of which is also given
by the right-hand side of eq. (3.51). As there is no stable 2D BrG phase the FLL decouples
directly into the 2D amorphous VG at bdc. If the locus of this line is as well determined by
a Lindemann criterion 〈∆u(0, d)〉2 = c2La

2, we obtain as for the amorphization transition
line a temperature-independent, horizontal transition line bdc(t) that intersects the thermal
melting line at a temperature Tx = U∗, see Fig. 3.7. However, there will be no subsequent
thermal decoupling in this case but eventually another temperature-driven crossover to the
2D VL phase.

3.9 Conclusion

In conclusion, we have presented a comparative and comprehensive Lindemann analysis of
the melting line and the stability boundaries of the Bragg glass phase, i.e., the amorphization
transition line for the three superconducting materials of most intense experimental interest:
the high-Tc materials YBCO and BSCCO and the low-Tc superconductor NbSe. We find
that it is important to distinguish between slightly different versions of the Lindemann
criterion depending on whether quenched disorder-induced and thermal fluctuations act
cooperatively or independently in destroying the lattice order. The two versions can actually
be linked to different scenarios for the proliferation of topological defects in the destruction
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of the Bragg glass phase.
Special attention is paid to the role of the electromagnetic coupling for the strongly

layered compound BSCCO and to the different mechanism of temperature dependence in
the pinning strength. We find that in high-Tc materials thermal smearing of the pinning po-
tential is most important whereas in the low-Tc material NbSe the temperature dependence
through the microscopics of the pinning mechanism determines the phase behavior. Taking
also into account high-field corrections to the elastic moduli we obtain results regarding the
phase diagram of the low-Tc material NbSe which are different from earlier findings [69] and
which give a reentrant amorphous VG phase in the dense regime very similar to what has
been observed in recent experiments [62].
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Figure 3.6: Schematic phase diagram for NbSe and YBCO in the b-δ/ε plane, and for BSCCO in the
b-δd plane (the dilute regime is enlarged, the reentrance of the amorphous VG at very low fields is shown for
completeness but not discussed in the text). The diagram also contains the single-vortex pinning field bsv

marking the boundary between single-vortex pinning and bundle pinning, cf. Fig. 3.4. The hatched regions
indicate a range of realistic disorder strengths for each material, cf. Fig. 3.4. The BrG is stable in the dark
shaded regions. For NbSe and YBCO the order-disorder transition line bt is given by eq. (3.40) for bundle
pinning and eq. (3.42) for single-vortex pinning. Note that in the bundle pinning regime there can be an
upper and lower branch leading to a reentrant amorphous VG phase. For YBCO with strong disorder we
have Lc < d, and the upper branch of the order-disorder transition line in the single-vortex regime is given
by eqs. (3.47) and (3.49). For BSCCO the order-disorder transition is given by eqs. (3.50) and (3.51). The
decoupling transition line bdc, which is the continuation of the order-disorder transition line above the 2D
crossover field b2D.
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Figure 3.7: Schematic phase diagram for NbSe, YBCO, and BSCCO in the b-t plane. (The dilute regime
is enlarged, the reentrance at very low fields is shown for completeness but not discussed in the text.) The
BrG is stable in the dark shaded regions. The amorphous VG phase occurs in the light shaded regions. The
diagrams contain both the thermal melting lines bm from Fig. 3.3 and the order-disorder transition lines
bt. For YBCO and BSCCO the order-disorder transition line is shown for two different disorder strengths;
for the smaller disorder strength the stable BrG phase extends into the lighter shaded region. For NbSe
the temperature dependence of the order-disorder transition line stems from the temperature dependence
through microscopic parameters. The stable BrG phase for δTc pinning is indicated by the dark shaded
region, for δl pinning it extends also into the lighter shaded region to the right. For YBCO and BSCCO
the temperature dependence mainly stems from thermal smoothing above the depinning temperature Tdp.
For YBCO the order-disorder transition line is temperature independent below Tdp and given by eq. (3.53)
between Tdp and Tx, where it intersects the melting line and the single-vortex pinning line bsv. For BSCCO
the order-disorder transition line is generically temperature independent, i.e., horizontal and intersects the
melting line at Tx = U∗ (t∗ ≡ U∗/Tc).



Chapter 4

Dislocation Theory of the Vortex
Phase Diagram

A theory for dislocation-mediated structural transitions in the vortex lattice in the presence of
point defects is developed, which allows for a unified description of phase transitions between the
three phases, the elastic Bragg glass, the amorphous vortex glass, and the vortex liquid, in terms
of a free-energy functional for the dislocation density. The elastic Bragg glass is dislocation-free,
whereas the amorphous glass contains pinned dislocations at low density, and the vortex liquid
is saturated with a high density of unpinned dislocations. The theory explains the existence
of a critical point, in which the first-order melting line terminates at high magnetic fields and
which has been observed in a number of experiments. Considering the driven thermally activated
dynamics of dislocations we develop a theory for plastic vortex creep in the topologically disordered
(dislocated) vortex glass phase. Plastic barriers for dislocations show a power-law divergence at
small driving currents j, Upl(j) ∝ j−µ, with µ = 1 for a single dislocation and µ = 2/5 for creep
of dislocation bundles. This implies a suppression of the creep rate at the transition from the
ordered vortex phase (µ = 2/11) to the dislocated glass and can manifest itself as an observed
increase of the apparent critical current (second peak).

4.1 Introduction

Since the pioneering work [14] where the first-order flux-line lattice (FLL) melting into an
entangled vortex liquid (VL) was established, there has been a continuous development of
our views of the vortex lattice phase diagram in high-Tc superconductors [7]. Weak point
disorder was shown to drive the vortex lattice into a vortex glass (VG) state with zero
linear resistivity [24, 10, 12]. Observations of hysteretic resistivity switching and magneti-
zation measurements [18, 19] have supported the first-order melting of very clean lattices. A
crossover from the first-order melting at low magnetic fields to a continuous VG-VL transi-
tion has been related to the structural transition within the vortex solid which is described
as a topological transition between the low-field elastic VG [26], free from topological de-
fects [26, 27, 28] and maintaining quasi long-range translational order [25, 26], and the high
field amorphous VG, where disorder generates proliferation of dislocations [27, 28]. We have
seen in the previous chapter 3 how a simple picture of the vortex phase diagram emerges

45
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from a Lindemann analysis [54]. In this picture the three generic phases – VL, the high
field amorphous VG, and the low-field, low-temperature quasilattice or Bragg glass (BrG)
(Ref. [26]) – are governed by the three basic energies: the energy of thermal fluctuations T ,
the pinning energy Epin, and the typical energy Epl for a plastic deformation. The Linde-
mann criterion can be applied to obtain the transition lines between these phases essentially
by matching of any of the two basic energies and matching of all three energies marks the
point of three-phase coexistence [67]. This suggests a naive phenomenological picture where
it is tempting to identify the point of three-phase coexistence with the critical point of the
melting lines that has been observed both for BSCCO by magnetization measurements [20]
and YBCO by transport [31] and magnetization measurements [32]. While this naive phe-
nomenological picture is supported by the observations on BSCCO [20], it fails to describe
the YBCO phase diagram where the critical point of the first-order melting line appears
to be separated from the point of three-phase coexistence where topological transition and
melting line merge [30, 31, 32].

In this chapter, we present an explanation for the existence of a critical point of the
first-order melting line in the presence of point disorder. Our argumentation is based on a
unified description of the vortex lattice phases. We demonstrate that all phase transitions
between vortex lattice phases can be described as dislocation mediated by deriving the free
energy for an ensemble of directed dislocations as a function of the dislocation density in
the presence of thermal and disorder.

Each of the experimentally observed phases is characterized by its inherent dislocation
density or, equivalently, by the characteristic dislocation spacing RD. The elastic VG is
dislocation-free and has RD = ∞. The VL can be viewed as a vortex array saturated
with dislocations such that RD ∼ a, and in the amorphous VG, RD ∼ Ra, where Ra is
the so-called positional correlation length on which typical vortex displacements are of the
order of the lattice spacing a [7]. Within our approach each phase corresponds to one
of the local minima in the dislocation ensemble free energy, and dislocation densities in
these minima represent the equilibrium dislocation densities in the corresponding phases.
The global minimum corresponds to the thermodynamically stable phase under the given
conditions, phase transitions occur when two local minima exchange their role as global
minimum. This mechanism for the transitions enables us to derive Lindemann-criteria
both for the locations of the thermal melting line and for the disorder-induced instability
line of the BrG. Furthermore, the characteristic scale set by the mean distance between free
dislocations offers a natural explanation of the critical endpoint of the first-order melting
line: While at low magnetic fields Ra À a and the amorphous VG appears to contain
significantly less dislocations than the VL, at higher field where Ra = a the two phases
become thermodynamically equivalent and the first-order melting line has to terminate.

One of the most fascinating dynamic phenomena of complex systems with internal de-
grees of freedom is the thermally activated motion of elastic media in a random environ-
ment (creep) characterized by a highly nonlinear response to a dc driving force, F [87]:
v ∼ exp (−const/TFµ), where v is the velocity, T is the temperature, and µ is the exponent
depending on the geometry and the dimensionality of the driven medium. The concept of
thermally activated creep is ubiquitous in disordered systems and describes a wealth of low
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temperature transport phenomena including the dynamics of dislocation and/or domain
walls in inhomogeneous environments [87, 88], driven vortex lattices and charge density
waves [24, 10, 25, 7]. The derivation of the fundamental creep feature, energy barriers
U(j) ∼ j−µ diverging at small driving forces (currents j), was based on the elastic behavior
of the pinned structures; thus in the common view creep behavior is implicitly attributed
to the elastic medium free of topological defects.

The description of thermally activated dynamics of amorphous structures containing a
large amount of topological defects is a long standing problem, that appeared first in the the-
ory of work hardening and related relaxation processes in dislocated solids. In the context
of vortex physics the quest for the description of creep in a topologically disordered medium
is motivated by the observation of the disorder-induced transition between a low-field quasi-
lattice or Bragg glass (BrG) [25, 26], the phase free of topological defects, and the high-field
phase, characterized by an enhanced apparent critical current [89, 90, 91, 92, 93, 60], which
we suggest to be a topologically disordered, dislocated vortex state or amorphous vortex
glass (AVG). In a recent series of experiments [94, 95] the phase coexistence characteristic
for a first-order transition was established, and creep barriers in the high-field vortex state
were shown to diverge faster than creep barriers in the low-field elastic phase.

In this chapter, we also propose a quantitative description of plastic creep in terms
of the dislocation degrees of freedom. We find a critical plastic current jpl below which
dislocations are collectively pinned and plastic creep occurs via the activated motion of
collectively pinned dislocation lines. The critical plastic current is lower than the critical
current for vortex depinning jpl < jc, hence plastic motion of depinned dislocations sets in
before viscous flow of the entire vortex lattice can occur. We derive the associated plastic
creep energy barriers Upl(j) ∼ j−µpl diverging infinitely at j → 0. We calculate the pinning
force acting on dislocations from the Peach-Köhler force exerted on vortices by the pinning
centers. We show that an external current sent through a dislocated vortex lattice generates
a Peach-Köhler force with a component causing dislocation glide. The interplay of these
two forces determines the glassy dislocation dynamics, in particular the depinning threshold
for dislocation glide and the energy barriers for plastic creep below the depinning threshold.

4.2 Dislocations in the Vortex Lattice

As first observed by Labusch [45], the FLL can contain screw and edge dislocations with
three possible Burger’s vectors b, identical to the three elementary lattice vectors of the
hexagonal Abrikosov lattice. As also pointed out already by Labusch, dislocations can split
into partials b = 1

2b + 1
2b connected by a stacking fault of rectangular lattice structure.

This process is energetically not very costly in the FLL with the rectangular lattice having
only a slightly increased free energy compared to the hexagonal lattice [2] and has been
experimentally observed in [46]. Also reactions b1 + b2 = b3 of two different edge disloca-
tions are possible (whereas a fusion is energetically possible, a dissociation is not because
b21 < b22 + b23 violates the Frank criterion [96]). It was pointed out by Labusch [45] and
later by Nelson and Marchetti [97] that there is a crucial difference between dislocations in
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Figure 4.1: Left: A pair of edge dislocations in a lattice of straight flux-lines as obtained from numerical
minimization of the interaction energies for λ/a = 0.2. Right: A schematic picture of a dislocation loop
containing edge and screw parts (picture adapted from [63]).

a line lattice as opposed to the usual atomic point lattice: because a cutting of flux lines
is not possible, edge dislocations cannot lie in the xy-plane. Therefore dislocations of the
FLL have to lie in a plane spanned by the magnetic field H (parallel to the z-direction)
and the Burger’s vector b of the dislocation (which lies in the xy-plane). In other words,
dislocations cannot climb but only glide. If ds is a dislocation line element the planarity
constraint can also be written [97]

0 = ds · (H× b) . (4.1)

Therefore, pure edge dislocations are always parallel to the z axis of the magnetic field.
Starting from elasticity theory for the FLL [6, 98] the energetics of dislocations can

be discussed in complete analogy to dislocations in atomic solids [99, 96]. The elastic
properties of the hexagonal FLL with lattice spacing a are described by the shear modulus
c66, the compression modulus c11 and the tilt modulus c44. Due to the interactions of range
λ, c11 and c44 become strongly dispersive ∝ k−2 for phonons with wavevectors k > 1/λ
which leads to a considerable softening of the FLL for short wavelength deformations.
Because shear modes are volume preserving they are not sensitive to the existence of a
finite magnetic interaction range and c66 is essentially dispersion-free. In the local limit
of small wave vectors k ¿ λ−2, the compression modulus is much larger than the shear
modulus (c11 = 3c66 close to Hc1 and c11/c66 ∝ λ2/a2 À 1 for higher magnetic fields in
the dense limit a ¿ λ), and we can neglect longitudinal compression modes to a good
approximation. The compressibility is characterized by Poisson’s ratio ν, which is given by
1/(1 − ν) = 2(1 − c66/c11) (for three spatial dimensions). As we are considering straight,
rigid, parallel FLs, we can neglect tilt deformations in the following such that the FLL
deformations are completely characterized by the two moduli c66 and c11. In addition, the
z-component of the wave vector of deformations is always zero, kz = 0, for straight, rigid
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lines.
The energetics of dislocations in the FLL has been worked out in [97, 99]. As compared to

the results for dislocations in atomic lattices [96] differences arise since FL displacements do
not have a z-component. There are two contributions to the elastic energy of a dislocation,
one from the core region of size ∼ b = a where the lattice structure is strongly distorted
and displacement gradients of O(1) and one from the long-range elastic strains ∼ 1/r. The
elastic self-energy (per length) of straight edge and screw dislocations are

Es,edge =
c66b

2

4π(1− ν)

(
cD + ln

(
L

a

))

Es,screw =
√
c66c44b

2

4π

(
cD + ln

(
L

a

))
(4.2)

The short-scale cutoff in (4.2) is provided by an effective core radius ae−cD which has been
rewritten in terms of a (dimensionless) core energy cD. For large scales, the cutoff L will be
provided by the system size perpendicular to the dislocation orientation for a single dislo-
cation. In the presence of many dislocations L will be the distance to the next dislocation
(of opposite Burger’s vector) as we will see below. Whereas a pure edge dislocation involves
only shearing of the vortex lattice and has thus a prefactor ∼ c66b

2, a screw dislocation
involves also tilting and therefore has a prefactor ∼ √

c66c44b
2. Reasonable estimates for

the core parameters are cD ' 1 . . . 1.4 [96]. Numerical values of these parameters for edge
and screw dislocations are similar [96]. Therefore we take the same values in the following
for simplicity. The spatial anisotropy in the dislocation line energies can be characterized
by the parameter

γD =
Es,screw

Es,edge
=

1
2

√
c44

c66
. (4.3)

It is important to note that the anisotropy γD is over a wide range of magnetic fields
several orders of magnitude bigger in a FLL than in usual atomic lattices. In particular,
this is the case in the high-Tc materials the layered structure of which leads to strongly
anisotropic properties of the vortices, which are characterized by the ratio ε = λab/λc =
ξc/ξab of in-plane (ab) and out-of-plane (c) magnetic penetration depths and coherence
lengths. Typical values are ε ∼ 1/5 in YBCO and ε ∼ 1/100 for BSCCO. The dislocations
in the FLL “inherit” these anisotropy via the anisotropic properties of the elastic constants
[7, 6] because γD ∝ ε. In addition, the elastic constants in the FLL are strongly dependent
on the magnetic field which changes the interaction between vortices. In atomic lattices the
anisotropy is only γ = 1−ν and is determined solely by Poisson’s ratio ν, which is typically
in a range of 0.07 (Diamond) – 0.4 (Au) for atomic solids. In FLLs, however, we find at low
magnetic fields γD À 1 and at high fields γD ¿ 1 due to the additional factor of

√
c44/c66

in (4.3). To make dislocation energies spatially isotropic for the following we rescale the
z-coordinate according to

z = z̃γD = z̃
1
2

√
c44

c66
. (4.4)
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To a good approximation the dislocation energies become isotropic in the rescaled system
with

Es =
Kb2

4π

(
cD + ln

(
L

a

))

= ED +
Kb2

4π
ln

(
L

a

)
(4.5)

where
K ≡ √

c44c66 (4.6)

is the isotropized elastic constant and ED = cDKb
2/4π is the core energy per length of a

straight edge dislocation and the second term the elastic self-energy screened for distances
bigger than L form the dislocation core.

In a system with isotropic dislocation energies the energy cost of small deviations from
the straight dislocation configuration is essentially given by the additional self energy cost
due to the increase in the dislocation length. The dislocation has therefore an an elastic
stiffness εD = Es [96] and we can write down the dislocation Hamiltonian as function of its
displacement uD as [100]

HD[uD] =
∫
dz

(
Es +

1
2
εD(∂zuD)2

)
. (4.7)

Note that we consider in (4.7) a directed edge dislocation line configuration (i.e., without
overhangs) running along the z-direction. Furthermore, The planarity constraint (4.1)
actually reinforces a one-component dislocation displacement field uD(z) by constraining
uD to lie in the plane spanned by the Burger’s vector b and the magnetic field H.

In general, the stiffness εD in (4.7) will be non-local and depend on the wavenumber k
of the dislocation line fluctuation which will set a large scale cutoff for the elastic strains
involved in the distortion. With spatially isotropic dislocation energies the stiffness is given
through the increased line length and the elastic self energy carried by the added line
elements which has to be cut off at the scale L = 2π/q set by the wavelength of the
distortion:

εD(q) = Es(L = 2π/q) = ED +
Kb2

4π
ln

(
2π
qa

)
. (4.8)

which leads to a weak logarithmic dispersion. For thermal melting, the short-wavelength
limit, q ∼ 1/a, is relevant and distortions on the shortest scale give the main contribution
to the free energy of the dislocation. Therefore we will use essentially a “core stiffness”
given by

εD = ED = cD
Kb2

4π
. (4.9)

4.3 Vortex Lattice Melting

Before addressing effects of disorder we need to revisit the dislocation-mediated thermal
melting of the FLL [97]. A free energy for the dislocation degrees of freedom governing
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phase transitions is derived from vortex lattice elasticity theory. Accordingly, the disloca-
tion ensemble can be modeled as an array of elastic lines with a long-range Coulomb-like
interaction. Note that the Peierls barrier Wp and the associated “kinking” (Ref. [96]) of
edge dislocation lines can be neglected near the melting transition. It can be shown that
kinks are irrelevant above the temperature

Tk ∼ a
√
WpεD. (4.10)

Numerically, we find Wp . 10−4ED, such that Tk is much lower than Tm. Therefore, the
basic length scale along the magnetic field is solely set by the competition of FL tilt and shear
and given by az ≈ a

√
c44/c66/2 (az ≈ a in the rescaled system). The free energy of a single

dislocation can be readily calculated from the partition sum ZD =
∫ DuD exp (−βHD[uD])

by Gaussian functional integration and consists of the core energy, the long-range strains
elastic energy, and the entropy term:

FD(L)
Lz

= ED +
Kb2

4π
ln

(
L

a

)
− T

1
2az

ln
(

1 +
2πTaz

εDa2

)
. (4.11)

The spontaneous formation of a single dislocation is prohibited by the logarithmic divergence
of its elastic energy which has to be screened for a phase transition to occur. One possible
mechanism is screening by dislocation loops on all length scales as in a second-order 3DXY-
type phase transition [101], the other is a first-order phase transition where an ensemble of
unbound dislocation lines with finite density threads the sample at the transition. Without
loss of generality we can consider an ensemble of directed dislocation lines in this scenario. In
the ensemble of unbound dislocations with a Coulomb-type interaction, the Debye-Hückel
screening by free dislocations of opposite Burger’s vector is by far more effective than the
screening by small closed dislocation loops which we therefore neglect in this situation.
The effective hard-core repulsion of dislocations with the same Burger’s vectors, due to the
energy penalty for Burger’s vectors with b > a, also gives rise to screening. We find in the
FLL that the planarity constraint favors such a first-order transition. Using the approach
of Shenoy (Ref. [101]) we calculate the transition temperatures for a second order loop-
mediated 3DXY-type transition and compare to our findings for the first order transition.
In the absence of a planarity constraint, we find that the 3DXY-type transition has a lower
transition temperature whereas it has a higher transition temperature when planarity is
enforced. Taking screening into account and an additional entropy cost (∝ ρ3) from the
steric repulsion, we derive the following free-energy density for a (topologically neutral)
dislocation ensemble of density 2ρ 1:

f(ρ) = 2ρ
(
ED − T

1
2az

ln
(

1 +
2πTaz

εDa2

))
+

+2ρ
Kb2

4π
0.3 ln

(
1

b(T ) a2ρ

)
+ ρ3π

2

3
T 2a2

εD
. (4.12)

1 For simplicity we use a square lattice where Burger’s vectors of different orientation are non-interacting,
and we need to consider only one direction of Burger’s vectors.
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f(ρ) can be obtained in a more rigorous manner by mapping dislocations onto a quantum
system of 2D Fermions with Coulomb interaction [43]. This allows for the systematic
calculation of screening effects in Eq. (4.12) through the Lindhard-Thomas-Fermi theory
for Coulomb screening and exchange terms, and leads to a screening parameter b(Tm) ≈ 0.5.
It follows from Eq. (4.12) that a first-order melting occurs at Tm ≈ 1.57EDaz ≈ 0.15Ka3,
which is equivalent to melting according to the Lindemann-criterion with a Lindemann-
number cL ≈ 0.2, in good agreement with experimental and numerical results. At the
melting transition dislocations proliferate with a high density ρm ≈ 0.2a−2, hence the VL
is saturated with dislocations.

4.4 Pinned Dislocations
and Vortex Glass Phase

Now we are in the position to address the effect of a random pinning potential Vpin(r), in
the presence of which the dislocation-free vortex array is collectively pinned and exhibits
three different spatial scaling regimes: (i) Small distances where vortex displacements u
are smaller than the coherence length ξ and perturbation theory applies [9]. (ii) Interme-
diate scales where ξ . u . a and disorder potentials seen by different FLs are effectively
uncorrelated. This regime is captured in so-called random manifold (RM) models [7, 26],
leading to a roughness G̃(r) = 〈(u(r)− u(0))2〉 ' a2(r/Ra)2ζRM where ζRM ≈ 1/5 for the
d = 3 dimensional RM with two displacement components. The crossover scale to the
asymptotic behavior is the positional correlation length Ra where the average displacement
is of the order of the FL spacing: u ≈ a. (iii) The asymptotic Bragg glass regime where
the a-periodicity of the FL array becomes important for the coupling to the disorder and
the array is effectively subject to a periodic pinning potential with period a [25]. Here the
logarithmic roughness G̃(r) ≈ (a/π)2 ln (er/Ra), i.e., ζBrG = O(log) [25, 26] takes over.

In a disordered system at T = 0 the mechanism for dislocation proliferation is funda-
mentally different from the thermal melting discussed before. While thermal melting is
governed by the entropy gain due to unbinding dislocations pairs, the T = 0 transition is
driven by FLL adjustment to disorder. Disorder distorts the FLL giving rise to significant
elastic stresses; dislocation proliferation releases these stresses, and leads to energy gain
through the dislocation degrees of freedom. It has been shown in Refs. [27, 28] that the
three-dimensional (3D) BrG phase is stable with respect to dislocation formation. As we will
show, instabilities arise from the subasymptotic regimes. To handle analytical difficulties
and to provide a unified treatment through all scaling regimes, we develop an approach to
the 3D problem based on an effective random stress model which has the same displacement
correlations as the full non-linear disordered model but allows for a separation of dislocation
and elastic degrees of freedom. This idea is motivated by the renormalization group (RG)
for the two-dimensional (2D) BrG which explicitly shows it renormalizes asymptotically
into a random stress model [102] and has been used in Ref. [103] to show the instability of
the 2D BrG with respect to dislocations [26, 103]. For simplicity we consider a uniaxial FLL
model (in the incompressible limit c11 À c66) which yields the same dislocation energetics
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as the isotropized two-component model. The Hamiltonian is

H[u] =
∫
dr

{
1
2
K(∇u)2 + σ · ∇u

}
, (4.13)

where σ(r) is the random stress field which we assume to be Gaussian distributed with
a second moment σi(k)σj(k′) = δijΣ(k)(2π)3δ(k + k′) characterized by the function Σ(k)
in Fourier space. The effective random stresses causing displacements with the same (two-
point) correlations as those for the RM or BrG regime are

Σ(k) =
{

BrG: 1
2K

2k−1a2

RM: BRMK
2k−1a2(kRa)−2/5 (4.14)

(the exact crossover determining the numerical constant BRM is nontrivial [104]). The
validity of the random stress model is well-established in 2D. Besides, the functional RG
treatment of the BrG in d = 4 − ε dimensions shows that displacements asymptotically
obey Gaussian statistics up to the first order in ε [105], which can always be modeled by an
effective random stress field.

We calculate the free energy of an ensemble of dislocation lines Ri(s) with the density
b(r) =

∑
i b

∫
dsdRi/ds from the Hamiltonian (4.13) analogously to Ref. [106]. In the

random stress model the Hamiltonian decouples into the elastic part and a dislocation part:

HD[b] =
∫
dr

∫
dr′

K

2
b(r) · b(r′)G0(r− r′) +

∫
drb(r) · g(r) (4.15)

whereG0(r) = 1/(4πr) is the 3D Green’s function. Here g(r) is an effective random potential
for dislocation lines defined by the transversal part of σ through ∇×g = σT (cf. Ref. [103]).
The energy Eq. (4.15) contains the long-range elastic energy Es of dislocations in the first
term and in the stochastic second term the disorder energy Edis which allows dislocations to
gain energy by optimizing their paths. The dislocation disorder energy is completely deter-
mined by the FL displacement correlations through gi(k)gj(k′) = δij

1
2Σ(k)k−2(2π)3δ(k+k′)

in the different regimes given by Eq. (4.14). For a single directed dislocation line, the Hamil-
tonian (4.15) reduces to the problem of a directed elastic line with a logarithmic dispersion
in a random potential that is long-range correlated described by Eq. (4.14). For a di-
rected dislocation of length Lz and confined in the transversal direction to a scale L, the
mean-square disorder energy fluctuations are

E2
dis(Lz, L) ∼





BrG: E2
DLzL

RM: E2
DLzL

(
L

Ra

)2/5 . (4.16)

These expressions give an estimate of the typical disorder energy a dislocation line can gain.
They neglect rare fluctuations in the energy gain from optimally positioning the dislocation
in the transversal plane which give logarithmic corrections ∼ O(lnL) [28]. The optimal
path of the dislocation is rough uD ∼ LζD

z with an exponent ζD. The roughness can be
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obtained by a Flory argument equating the elastic energy from the deformation εD(L)u2
D/L

and the disorder energy E2
dis(Lz = L, uD)

1/2
on one large length scale set by the fluctuation

wavelength L. This yields ζD(BrG) = 1 − O(log2/3) and ζD(RM) = 15
13 − O(log10/13)

where logarithmic corrections come from the dispersion of the stiffness and rare fluctuations.
Since ζD(BrG) ≤ 1, the BrG is marginally stable against penetration of a single directed
dislocation [27, 28] whereas ζD(RM) > 1 such that the random manifold is clearly unstable.
Note that the scaling arguments of Ref. [28] taking into account rare fluctuations give the
same result regarding the stability of the BrG phase as our Flory argument.

Given the stability of the BrG against spontaneous formation of a single dislocation
at weak disorder we present a mechanism for the destruction of the topologically ordered
BrG phase at increased disorder strengths or magnetic fields. The mechanism is based on
the above result that within domains of subasymptotic size L < Ra the FLL is unstable
to a spontaneous formation of dislocations. This can indeed lead to the proliferation of
infinitely long dislocations in a weak first-order phase transition where dislocation elements
are laterally confined by a finite dislocation density to scales L < 1/

√
ρ. Thus the charac-

teristic dislocation density ρc ∼ R−2
a at the transition is given just by the crossover scale

Ra below which instabilities can occur. The discontinuities in this transition are small and
may eventually disappear for weak disorder if the length scale Ra becomes of the order of
typical sample dimensions. The random stress model enables us to quantify this idea by
estimating typical free energy minima of the dislocation ensemble. The screened long-range
elastic energy density and the core energy density for the (neutral) dislocation ensemble
with density 2ρ are given by eD(ρ) = 2ρ

(
ED + (Kb2/4π) ln

(
1/aρ1/2

))
as in Eq. (4.12) at

T = 0. Dislocations are confined to a transversal scale RD ' ρ−1/2 set by the distance to
the next dislocation. The disorder energy gain is optimized against the elastic deformation
on each longitudinal scale Lp ' RD(RD/Ra)−2/15 (RM) or Lp ' RD (BrG) independently.
Lp is the collective pinning length of the dislocation. Using Eq. (4.16) with Lz = Lp and
L = ρ−1/2 for the BrG regime (ρ < R−2

a ) and the RM regime (ρ > R−2
a ), we can estimate

the corresponding minimal free-energy densities

f(ρ) ≈ eD(ρ)−




BrG: 2ABrGEDρ

RM: 2ARM
ED

a2
(ρa2)13/15

(
a

Ra

)4/15 . (4.17)

The prefactors A ≡ ABrG ' ARM are related to BRM and the exact crossover in Eq. (4.14)
and are not known exactly; for A ≈ 8 (corresponding to BRM ≈ 7), we obtain good agree-
ment with experiments in estimates below. When both results in Eq. (4.17) are combined
one indeed finds a local minimum in the free-energy density at ρ = R−2

a that characterizes
an amorphous VG phase. Over a wide range of magnetic fields the dislocation density in
the amorphous VG is much lower than in the VL for which we have found ρ ≈ 0.2a−2

above. The elastic BrG phase loses stability with respect to dislocation proliferation and
a transition into an amorphous VG phase if the local minimum at ρ = R−2

a becomes the
global free energy minimum. This occurs via a weak first-order transition above a magnetic
field BBrG given by a criterion Ra/a = C with a “Lindemann-number” C = exp (A− 1).
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This is identical to the Lindemann criterion obtained in Refs. [27] and [68] and equiva-
lent [68] to the more familiar form 〈(u(a)− u(0))2〉 = c2La

2 (see Refs. [63, 65, 66]) with
cL ≈ exp ((1−A)/5) ≈ 0.25 for A ≈ 8.

So far, we have derived the free energies (4.12) and (4.17) and identified three possible
characteristic minima: (i) The dislocation-free minimum at ρ = 0 which is stable in the
elastic BrG phase at low T and low H. (ii) The minimum at ρ ∼ a−2 that becomes stable in
the disorder-free case for high T in the VL. (iii) A minimum at ρ ≈ R−2

a which is realized in
the amorphous VG. Combining our results for the thermal melting and the disorder-induced
“melting”, we have obtained a qualitative theory for the entire phase diagram of the vortex
matter.

4.5 Vortex Phase Diagram and Critical Point

Moreover, this provides a framework for a natural explanation of the experimentally ob-
served critical point of the first-order melting line: At elevated fields the positional corre-
lation length Ra decreases [68] and finally reaches Ra ∼ a such that the two free-energy
minima of the VL and the amorphous VG must merge. Both these phases become ther-
modynamically indistinguishable and have identical equilibrium lattice order. Above the
critical point there might still exist a dynamic transition (or crossover) which involves the
thermal depinning of dislocations, similar to the well-known thermal depinning transition
of, for example, a single pinned vortex line.

The exact location of the critical point, obtained from the condition that the amor-
phous VG minimum of Eq. (4.17) moves away from ρ = R−2

a to higher dislocation den-
sities, is determined by the condition Ra/a = exp (−1

2 + 13A
15 ), which is again equivalent

to a Lindemann criterion, with a slightly larger cL. This gives an estimate BBrG/Bcp =
exp (− 8

15(4A
15 − 1)) ≈ 0.6 for A ≈ 8, which is in qualitative agreement with the experiments

[31, 30, 32]. BBrG is the instability field of the BrG (see above) and thus the “coexistence
point” where the topological transition line ends in the first-order melting line and all three
phases – elastic BrG, amorphous VG, and VL – can coexist.

It is also instructive to consider the spinodal lines emerging from the critical points,
where either the VL or the amorphous VG phase become thermodynamically unstable. The
above condition Ra/a = exp (−1

2 + 13A
15 ) for the location of the critical point also specifies

the location of the spinodal line where the amorphous VG phase becomes unstable. This
spinodal is independent of temperature. Tin ≈ 1.47EDaz ≈ 0.15Ka3 with Tin < Tm gives
the temperature below which the VL becomes unstable. Therefore, also both spinodals are
equivalent to Lindemann criteria.

4.6 Plastic Vortex Creep

First we find the driving force acting on an edge dislocation with b||x when a transport
current j||y is sent through the sample. The driving current creates a magnetization gradi-
ent, determined by Maxwell’s equation ∇×B = 4π

c j. This gradient, in turn, induces shear
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Figure 4.2: Schematic phase diagram of YBCO. Insets show typical free energy densities f = f(ρ) of a
dislocation ensemble as a function of the (areal) dislocation density ρ. In the BrG phase (shaded region)
the dislocation-free BrG phase with a minimum of f(ρ) at ρ = 0 is stable. The VL phase is saturated with
dislocations an the stable minimum of f(ρ) is at ρ ∼ a−2. In the amorphous VG phase we find the minimum
at the characteristic density ρ ∼ R−2

a , which is set by the positional correlation length Ra, which is the
crossover scale between the RM regime and the BrG regime.

strains in the vortex lattice: ∂xuy = ∂xa = a2π
c

j
B . The resulting shear stresses give rise to

a glide-component of the driving Peach-Köhler force [96] (per dislocation length):

F drive
x = σyxb = bKa

2π
c

j

B
. (4.18)

Note that compression stress leads only to dislocation climb, which can be neglected as slow
process requiring diffusion of interstitials [97].

The displacements induced by the magnetization gradient can be accommodated only
via the creation of a stationary superstructure of regularly spaced bands of dislocations
with Burger’s vectors having a y-component [107], see Fig. 4.3. Our representative “test”-
dislocation moves through this superstructure, which is similar to grain boundaries ap-
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Figure 4.3: Dislocation bands obtained from numerical integration of the time-dependent Ginzburg-
Landau equation with current j||y.

pearing in bent atomic crystals [96]. Since such dislocation bands are essentially free of
shear stresses [96], they do not contribute to the bulk driving shear experienced by the
test-dislocation (4.18) everywhere in between the bands, and, therefore, the superstructure
does not affect the glide motion.

The random pinning potential Vpin(r) “seen” by the vortex array also produces Peach-
Köhler-type forces acting on dislocations. To find these pinning-induced Peach-Köhler
forces we first have to determine the random stress exerted by the pinning potential on a
frozen-in elastic displacement configuration uel(R, z) of the vortex lattice: Vpin(R+uel, z) =
σpin

ij (R + uel, z)∇iuel,j . The spatial distribution of the pinning stresses is thus governed by
the quenched distribution of the elastic displacements uel of the dislocation-free collectively
pinned vortex array. The latter shows different scaling behaviors depending on the spatial
regime in question: (i) Small distances where vortex displacements u are smaller than the
coherence length ξ and perturbation theory applies [9]. (ii) The intermediate scales where
ξ . u . a and disorder potentials seen by different vortices are effectively uncorrelated.
This regime is captured in so-called random manifold (RM) models [7, 26], leading to a
roughness G̃(r) = 〈(uel(r)− uel(0))2〉 ' a2(r/Ra)2ζRM where ζRM ≈ 1/5 for the d = 3
dimensional RM with two displacement components. The crossover scale to the asymptotic
behavior is the positional correlation length Ra where the average displacement is of the
order of the vortex spacing: u ≈ a. (iii) The asymptotic Bragg glass regime where the
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a-periodicity of the vortex lattice becomes important for the coupling to the disorder and
the array is effectively subject to a periodic pinning potential with period a [25]. Here the
logarithmic roughness G̃(r) ≈ (a/π)2 ln (er/Ra), i.e., ζBrG = O(log) [25, 26] takes over.

For the physics of dislocations on scales > a only the RM and BrG regimes are rele-
vant. We obtain approximately Gaussian distributed quenched stresses with σpin

ij = 0 and

σpin
ij (k)σpin

ij (k′) = Σpin(k)(2π)3δ(k + k′) with Σpin(k) = K2k2G(k), i.e.,

Σpin(k) = K2a2k−1

{
BrG: 1
RM: BRM (kRa)−2ζRM

(4.19)

determined by the elastic correlations G(k) with a numerical constant BRM . The RM-result
holds for kRa > 1, while the BrG-behavior occurs for kRa < 1.

To derive the correct Peach-Köhler pinning force it is crucial to take into account not
only the “direct” quenched pinning stresses σij(r) but also the elastic stresses σel

ij themselves
which are responding to the same pinning potential and hence tend to relax (longitudinal)
components of the stress. A simple but lengthy calculation shows that the pinning Peach-
Köhler force on a dislocation element dR

dF pin
α = εαβl(σ

pin
βk + σel

βk)bkdRl (4.20)

is rotation-free (∇× dFpin)γ = 0; the corresponding potential plays the role of the pinning
Hamiltonian:

Hpin
D [uD] =

∫
dz
duD,l

dz
bkg

pin
kl (uD, z)

gpin
kl (k)gpin

k′l′(−k) ' k−2Σpin(k)δkk′δll′ = K2G(k)δkk′δll′ (4.21)

Combining (4.7), (4.18), and (4.21) one arrives at the free energy HD[uD] + Hpin
D [uD] −∫

dzFdrive · uD giving an adequate description of an ensemble of pinned dislocations.
Starting with statics we discuss first roughening of the dislocation in the presence of

disorder. The typical squared pinning energy fluctuations upon displacing a dislocation
segment L over a distance uD (in the xz glide plane) can be calculated from (4.21)

E2
pin(L, uD) ' b2K2LuD

L∫

0

dz

uD∫

0

dx

∫
d3k

(2π)3
k2G(k)eikzz+ikxx

' E2
DLuD

{
RM: (uD/Ra)

2ζRM

BrG: 1
(4.22)

whereas, according to eq. (4.7), the corresponding elastic bending energy of the dislocation
is

Eel(L, uD) ' 1
2
ED ln (L/a)u2

D/L . (4.23)
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Optimization gives a dislocation roughness as

uD(L) ' L

{
RM: (L/Ra)

2ζRM/(3−2ζRM )O(log)
BrG: ln−2/3(L/a)

(4.24)

i.e., exponents ζD ≈ 15
13 for RM scaling (L < Ra) and ζD ≈ 1 − log2/3 for BrG scaling.

The instability with respect to dislocation proliferation is signaled by anomalous energy
gains if ζD > 1, i.e., in the RM-regime. In the BrG-regime the energy balance is more
subtle and to conclude on the stability at ζD < 1 one has to convert the result (4.24)
into an approximate renormalization (RG) scheme: the energy gain due to roughening is
∆E ∼ EDL ln−1/3 (L/a) ∼ EDLε̃D(L)−1/3, where the logarithmic correction is identical
to the dimensionless line tension ε̃D = εD/ED on the scale L. Interpreting ∆E/(EDL) as
disorder correction to the line tension ε̃D(L) on the scale L and summing these corrections
up successively on each scale, together with the bare tension ε̃0D(L) = ln (L/a), one obtains
an integral RG equation

ε̃D(lnL) =
∫ ln L

0
d`(1± ε̃D(`)−1/3) (4.25)

equivalent to the result of Ref. [28]. Integration shows that corrections to ε̃0D(L) are ir-
relevant and hence the BrG regime is stable with respect to dislocation formation [28].
The more detailed stability analysis for both regimes was given previously in this chapter:
the BrG-AVG transition is weakly first-order, and dislocations proliferate with the density
ρ ' R2

a defined by the scale Ra of crossover between the unstable RM and the stable BrG
regimes.

Now we extend our scaling analysis to the dynamic behavior of the driven dislocation.
A dislocation segment of length L (< Ra) and laterally displaced over uD gains not only the
energy (4.22) due to pinning potential but also an energy LuDF

drive by the driving force
(4.18) while it loses bending energy, and has thus a free energy:

F (uD, L)
ED

' u2
D

L
− (LuD)1/2

(
uD

Ra

)ζRM

− LuD
8π2

c

j

B
(4.26)

Minima of the pinning potential are typically separated by distances uD ∼ a, determined
by the core size of the dislocation. A dislocation confined within one such minimum is
collectively pinned on a plastic pinning length

Lpl ' a

(
Ra

a

)2ζRM/3

< Ra (4.27)

which is obtained by minimizing F (uD = a, L) with respect to L at zero current. This
is the analogue of the Larkin pinning length Lc ' ξδ−1/3 of the single vortex where δ is
the dimensionless pinning strength of Ref. [7]. To depin the dislocation the driving force
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in (4.26) has to exceed the pinning force F pin(Lpl) ' ED
a Lpl (a/Ra)

4ζRM/3 on a segment of
length Lpl. This determines a critical plastic current jpl

jpl ' c

8π2

B

a

(
a

Ra

)4ζRM/3

' j0

(
2πHc2

B

)−7/4

δ5/18 (4.28)

where j0 ' c
6
√

3π
Hc2/ξ is the depairing current. Comparing this result to the depinning

current jc ' j0δ
2/3 for a single vortex, one finds jpl < jc for typical disorder strengths

δ ∼ 10−3, and the plastic motion of dislocations may occur even if the vortices themselves
are still pinned. One concludes that at sufficient currents the plastic motion dominates
transport in the dislocated AVG phase.

However, the existence of a current jpl > 0 implies that dislocations are pinned at
low currents and, therefore, the plastic motion for j ¿ jpl occurs only via activation over
diverging plastic energy barriers Upl(j) ∼ j−µpl i.e as a plastic creep. The typical segment
size L(j) for activated motion at j ¿ jpl is determined from (4.26) by balancing the energy
gain due to the driving force Edrive ' 8π2

c
j
BL

1+ζD against the pinning energy Epin '
EDL

2ζD−1 of a dislocation line roughened according to the above result (4.24). This yields

Upl(j) ' EDa

(
a

Ra

)2ζRM/3 (
jpl

j

)(2ζD−1)/(2−ζD)

(4.29)

and we obtain the scaling law µpl = (2ζD − 1)/(2 − ζD) (as for single vortex creep [7])
relating the plastic creep exponent µpl to the dislocation roughness. We find µpl = 17

11 in the
RM-regime (L(j) < Ra) and µpl = 1 in the BrG-regime (L(j) > Ra). Both exponents are
considerably larger than their counterpart µ = 2/11 for elastic single vortex creep showing
that plastic creep rates are much smaller than elastic creep rates.

So far we focused on a single dislocation. Now we turn to an ensemble of interacting
dislocations. On large scales exceeding the dislocation spacing RD, which varies from RD '
Ra at the AVG-BrG transition to RD ' a at the critical point, interactions become essential
and plastic creep is governed by the motion of dislocation bundles in a glide plane (xz-plane).
Deformations uD(x, z) of such a 2D bundle can be described by an elastic Hamiltonian with
tilt modulus Kz ' ED/RD and the compression modulus Kx ' RD∂

2
RD

(R2
Df̃(RD)) which

can be calculated from the dislocation free energy for a dislocation density ρ = 1/R2
D,

f̃(RD) ≡ f(1/R2
D), see eq. (4.17) (in the absence of disorder one finds Kx ' ED/RD).

Including the pinning energies we obtain the Hamiltonian

H[uD(x, z)] =
∫
dxdz

1
2

{
Kx(∂xuD)2 +Kz(∂zuD)2

}

+
∑

i

∫
dzHpin

D [bi,uD(iRD, z)] (4.30)

The dislocation bundle contains dislocations of opposite signs with the same density to
avoid the accumulation of stress. Hence the sum over the dislocation index i in (4.30)
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goes over alternating Burger’s vectors bi||x. On scales Lx À RD dislocations couple ef-
fectively as dipoles to disorder and we obtain for the bundle disorder energy fluctuations
Eb

dis(Lz, Lx, uD) ' Epin(Lz, uD) with Epin(Lz, uD) from (4.22). This has to be balanced
against the elastic energy Eel(Lz, Lx, uD) ' √

KxKyu
2
D with Lz '

√
Kz/KxLx resulting in

a roughness

uD(Lz) ∼ L1/3
z R

2/3
D





RM:

(
L

1/3
z R

2/3
D

Ra

) 2ζRM
3−2ζRM

BrG: 1

. (4.31)

Note that the bundle roughness is reduced as compared to that of single dislocations: ζD ≈ 5
13

for RM scaling (L < Ra) and ζD ≈ 1
3 for BrG scaling. Analogously to the case of the single

dislocation, one easily establishes the plastic creep exponents for bundle creep, in particular
one finds the same scaling relation µpl = (2ζD + d− 2)/(2− ζD) as for d-dimensional vortex
bundles [7]. This gives µpl = 10

21 in the RM-regime and µpl = 2
5 in the BrG-regime. A

crossover from the single dislocation- to the bundle scaling occurs at currents j < jb where
L(jb) '

√
Kz/KxRD. For RD ' a one finds jb ' jpl, meaning that only plastic bundle

creep can be measured above the critical point defined by RD ' a.
By the spirit of the derivation our results seem to apply to superconductors with pro-

nounced vortex lines (like YBCO) rather than to the layered BSCCO. Yet the creep expo-
nent measured within the AVG phase in Ref. [94] is strikingly close to µpl = 2

5 . In layered
compounds such as BSCCO the vortex lattice consists of pancakes only weakly coupled
across different layers by their magnetic interaction. Whereas the Bragg glass phase can
persist at low magnetic fields due to the small interlayer coupling, the layers essentially de-
couple at higher fields, and the resulting two-dimensional (2D) pancake lattices are unstable
with respect to dislocation formation in the presence of pinning by point defects [103]. Also
the 2D dislocations exhibit plastic creep as can be seen from the following argument. Let us
consider a pair of opposite edge dislocations a distance uD apart with an interaction energy
Eint(uD) = ED ln (u/a)) where ED = c66 = b2/2π in 2D. The typical energy gain from the
disorder has been calculated in Ref. [103] to be Epin(uD) ' ED ln3/2 (uD/Ra). On the one
hand the 2D Bragg glass is unstable to dislocation formation because the disorder-induced
valleys exceed the interaction energy: Epin(uD) À Eint(uD) for uD À Ra. Furthermore,
Epin(uD) also gives the typical size of the energy barriers between optimized dislocation
positions, i.e., the barriers for plastic creep: Upl ' Epin(uD). In the presence of the driving
current the dislocations will gain an energy Edrive ' 8π2

c
j
BuD from the force (4.18) which

can pull the dislocation pair apart over these energy barriers. Balancing both terms we find
logarithmically diverging barriers for plastic creep in 2D:

Upl(j) ∼ ED ln3/2 (1/j) . (4.32)

4.7 Conclusion

In conclusion, we have developed a dislocation theory which classifies all three phases –
elastic BrG, amorphous VG, and VL – according to the (areal) density ρ of dislocations
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threading the system. The BrG phase is dislocation free with ρ = 0, the VL phase is
saturated with dislocations, ρ ∼ a−2, and in the amorphous VG phase pinned dislocations
enter the system at a characteristic low density ρ ∼ R−2

a .
Building on the ideas of pinned dislocations we went on to developed a theory of plastic

creep in the amorphous VG phase in terms of the dislocation dynamics in the pinned vortex
lattice. We have found diverging barriers for plastic vortex transport in agreement with the
experimentally observed low creep rates or high apparent critical currents. The obtained
results are relevant for other systems where glassy dynamics is controlled by topological
defects, for example, charge density waves in disordered crystals and/or work-hardened
solids.



Chapter 5

Competitive Localization of Vortex
Lines

We present a theory for the localization of three-dimensional vortex lines or two-dimensional
bosons with short-ranged repulsive interaction which are competing for a single columnar de-
fect or potential well. For two vortices we use a necklace model approach to find a new kind of
delocalization transition between two different states with a single bound particle. This exchange-
delocalization transition is characterized by the onset of vortex exchange on the defect for suf-
ficiently weak vortex-vortex repulsion or sufficiently weak binding energy corresponding to high
temperature. We calculate the transition point and order of the exchange-delocalization transi-
tion. A generalization of this transition to arbitrary vortex number is proposed.

5.1 Introduction

Melting of the Bose glass, the low-temperature vortex phase in type-II superconductors
with columnar defects, remains a subject of constant interest [108, 109]. The interest is
motivated not only by the appeal and importance of understanding a basic phase transition
of the vortex system, but, since the 3D vortex array is equivalent to a quantum 2D Bose
system [52, 53], vortex melting also offers a unique experimentally accessible model to
explore the interplay between disorder and interactions in the delocalization transition of
the corresponding strongly correlated 2D quantum system.

Numerous experimental observations on Bose glass melting (see, for example, Refs. [110,
111, 109]) revealed a characteristic kink in the low-field segment of the melting line suggest-
ing a change of the melting mechanism. A recent experimental study of BSCCO samples
with a very low density of columnar pins [108] allowed one to identify the low-field part of
the melting curve as depinning transition from a single columnar defect driven by vortex-
vortex interactions. A theoretical study of the interacting boson system with a low density
of strong defects [112] demonstrated the possibility of an intermediate superfluid state where
condensate and localized bosons coexist. Furthermore, it was found in Ref. [112] that in-
teractions suppress localization and the increase of the boson density results in a sharp
delocalization crossover into a state where all bosons are delocalized.

63
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The model that is conventionally used in studies of quantum localization can be viewed
as an ensemble of (interacting) particles immersed in a random field that can, in principle,
localize or accommodate all particles; in other words, there is a dense array of pinning
centers struggling to localize dilute, but interacting, particles. Reference [112] proposed to
take an alternative approach and consider quantum particles or vortex lines of high density
competing for dilute traps or pinning sites. In this chapter, we extend this approach and
explore the regime of low particle densities, i.e., a finite number of interacting quantum
particles. A related quantum system that has been studied previously are two electrons
interacting in the region of a short-range attractive potential [113].

In this chapter, we investigate the formation of bound states in an ensemble ofN strongly
repulsive particles competing for a single attractive potential well. In the related vortex
system, this corresponds to N vortices competing for a single columnar defect, i.e., to a
physical situation where vortices outnumber columnar defects (magnetic fields B = NBΦ

well exceed the matching field BΦ = Φ0/a
2
D where aD is the average defect spacing and Φ0

the flux quantum). We focus on the situation where mutual repulsion is strong enough to
suppress double-occupancy of the potential well and consider transversal dimensionalities
d⊥ ≤ 2, for which a bound state for a single particle in a symmetric potential well always
exists (in the following, we use the language of either particles or vortex lines at our will).
The main finding of this chapter is a new kind of delocalization phase transition driven by
the exchange of the single bound particle with the N −1 unbound ones. We first derive this
result for N = 2 and then propose a generalization for arbitrary N . Finally we obtain the
transition temperature Tde for the exchange-delocalization transition in the vortex system
and discuss the resulting phase diagram Fig. 5.2. Contrary to Ref. [112] where the boson
(vortex) density was finite, we deal in this work with the genuine thermodynamic limit
of infinite system size but finite particle (vortex) number N corresponding to B,BΦ ≈ 0
with N = B/BΦ finite. Thus the exchange-delocalization phase transition emerges in the
limit B → 0 and replaces the crossover that was found in Ref. [112] for macroscopic vortex
density B > 0.

5.2 Model

We describe a single vortex line in a sample of thickness L interacting with an attractive
columnar defect by the Hamiltonian

H1[r(z)] =
∫ L

0
dz

{
1
2
εl(∂zr)2 + Vcd(r(z))

}
, (5.1)

where (z, r(z)) is the vortex trajectory in 1+d⊥ dimensions, the magnetic field aligned with
the z axis, and εl is the stiffness or tilt modulus of a single vortex line; in an anisotropic
superconductor εl ≈ ε2ε0 lnκ where ε0 = (Φ0/4πλ)2 is the characteristic vortex line energy,
λ is the magnetic penetration depth, κ = λ/ξ À 1, ξ is the coherence length, and ε is
the anisotropy parameter. Vcd(r) is the pinning potential from a single columnar defect
positioned at r = 0. Vcd(r) falls off exponentially for r > λ [114] such that the large scale
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behavior of pinned vortex lines is well described using a cylindrical pinning potential well

Vcd(r) = Ucd for r < bcd, Vcd(r) = 0 for r > bcd (5.2)

with a potential depth Ucd ≡ −ε0r2cd/4ξ2 and an effective radius bcd ≡
√

2ξ2 + r2cd where
rcd is the radius of the columnar defect [52, 53].

In d⊥ ≤ 2 dimensions the line is always bound to the defect as can be seen via mapping
onto the ground-state problem of a quantum particle in a potential Vcd(r) for large L [115].
Choosing the energy scale such that the unpinned vortex line has a free energy E0 = 0,
the free energy per length E1 < 0 of the bound vortex line is obtained as the ground state
energy E1 of the Schrödinger equation

[
(T 2/2εl)∇2

r − Vcd(r)
]
ψ(r) = −E1ψ(r), (5.3)

E1 = Ucdf(T/T ∗), where T ∗ ≡ bcd
√
εl|Ucd| (5.4)

is a characteristic crossover energy, and f(x) a scaling function. For d⊥ = 2 and the
pinning potential (5.2), it has the asymptotic behavior f(x) ≈ 1 − O(x2) for x ¿ 1 and
f(x) ≈ x2 exp(−2x2)/2 for xÀ 1 [53].

For N > 1 we add the repulsive vortex interactions [7, 52, 53]

HN =
N∑

i=1

H1[ri(z)] +
N∑

i6=j=1

∫ L

0
dzVr(|ri(z)−rj(z)|), (5.5)

where Vr(r) = 2ε0K0(r/λ), and K0 is the Bessel function. Double-occupancy of the defect
over an extended length is energetically disfavored if ε0 À |E1|, which is always the case at
high enough temperatures. We also focus on the regime of large vortex spacing aÀ λ.

5.3 Exchange-delocalization transition
for N=2

We investigate the localization behavior for the case N = 2 making use of a necklace
model approach [116]. As the double-occupancy of the defect is energetically unfavorable,

BAA B A

1
2

1
2

1

collisionexchange

Figure 5.1: Two particles binding alternately to a single columnar defect. The particle binding to the
defect can be exchanged in localized events and there are rare collisions between the free and the bound
particle.
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the accessible configurations of the vortex lines consist of a necklacelike succession of two
possible configurations A and B, see Fig. 5.1. In the configuration A, the line 1 is bound
to the defect with the binding free energy E1 < 0 and the transversal localization length
ξ⊥ = T/

√
|E1|εl, whereas the line 2 is essentially in the unbound state with the free energy

E0 = 0 and experiences rare collisions with the bound line 1. As we assume λ ¿ a,
the unbound line is exploring the region r > λ of exponentially weak repulsion, whereas
collisions occur at r < λ. The configuration A ends in an exchange event where the endpoints
of the unbound line 2 attach to the defect again; see Fig. 5.1. At these exchange points
the configuration A can connect to the configuration B where the roles of the particles are
exchanged.

First, we estimate the energy cost of the localized collision and exchange events. In
the presence of the repulsion (5.5), each return of line 2 to the bound line 1 will cost an
additional collision repulsion energy Er which is determined by optimizing the sum of elastic
and repulsive energies for a contact of length `r over which the typical line spacing is of the
order |∆r| ' λ, Er ' εlλ

2/`r + `rε0:

`r ' λ
√
εl/ε0, Er ' λ

√
εlε0, (5.6)

and vr ≡ exp(−Er/T ) < 1 defines the Boltzmann-factor associated with each collision.
Similarly, we estimate the energy cost Eex of a localized exchange by optimizing the sum
of the elastic energy and the loss of binding energy |E1|`ex for a contact of length `ex over
which the typical line spacing is of the order |∆r| ' λ, Eex ' εlλ

2/`ex + `c|E1|. This gives

`ex ' λ
√
εl/|E1|, Eex ' λ

√
εl|E1|, (5.7)

and vex ≡ exp(−Eex/T ) < 1 is the Boltzmann-factor associated with each localized ex-
change.

Now we address the statistical mechanics problem of summing over all vortex line con-
figurations. Adopting a coarse-grained description focusing on scales r & λ for transversal
vortex fluctuations, we discretize the vortex system into segments of length l = λ2εl/T in
the z-direction. In what follows, we calculate the grand-canonical partition sum G(z) =∑

n Z(n)zn where Z(n) is the partition sum for a system of length L = nl and z is the
fugacity. G̃(E) = G(exp (lE/T )) is the Green’s function at energy E for the corresponding
two-particle quantum problem. The free energy density f of the system is determined by
the real singularity z0 of G(z) closest to the origin by the relation z0 = exp(lf/T ). If GA(z)
and GB(z) are the partition sums for configurations A and B, respectively, the full parti-
tion sum is obtained by summing over all alternating configurations GA, GB, GAvexGB,
GBvexGA, GAvexGBvexGA,. . . , separated by particle exchanges with Boltzmann-factor vex.
Summing up the resulting geometric series we obtain

G(z) =
GA +GB + 2vexGAGB

1− v2
exGAGB

∣∣∣∣
z

=
2GA(z)

1− vexGA(z)
, (5.8)

where we used GA = GB because both configurations are related by a mere particle ex-
change. [Boundary effects are irrelevant; we allow either A or B at the ends of the defect
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in (5.8)]. According to Eq. (5.8), the singularity determining the free energy of the system
is given either by the singularity of GA(z) corresponding to the state where the same line
is always bound or by the solution of 1 = vexGA(z) corresponding to alternating bound
particles. The exchange-delocalization transition between these two states occurs if both
singularities occur at the same value of z.

To move further, we calculate the grand-canonical partition sum GA(z). In the ab-
sence of the interline repulsion, the canonical partition sum in configuration A, ZA(n) =
Z1(n)Z2(n), is a product of the partition sum of the bound line 1, Z1(n) = exp(−nlE1/T )
[see Eq. (5.4)], and of the free line 2, which is attached with its end-points to the defect.
This restriction leads to Z2(n) = pn exp(−nlE0/T ) where pn is the probability for the re-
turn of the unbound line to the defect and E0 = 0 is its free energy per unit length. In
the absence of the repulsion this return probability is given by the return probability of
a random walk, pn ' n−d/2, for large n. Then the partition function GA(z) is related to
the generating function P (z) =

∑
n pnz

n for these return probabilities by GA(z) = P (wz)
where w ≡ exp(−lE1/T ) = exp(−λεlE1/T

2). For 1−z ¿ 1, P (z) ∼ (1−z)d/2−1 for d⊥ < 2
and P (z) ∼ − ln(1− z) for d⊥ = 2. Including the Boltzmann-factor vr in the random walk
of the unbound line for each collision with the repulsive bound line localized at the defect
[see Eq. (5.6)] leads to a modified generating function Pr(z):

Pr(z) = P (z) + P (z)vrPr(z)− P (z)Pr(z). (5.9)

In this relation the contributions from the repulsion-free walks with Boltzmann-factor 1 are
subtracted and the corresponding term with modified Boltzmann-factor vr is added on the
right hand side recursively for each collision. With this modification due to collisions, we
finally obtain

GA(z) = Pr(wz) =
P (wz)

1 + (1− vr)P (wz)
, w ≡ e−lE1/T (5.10)

for the grand-canonical partition function. GA(z) has a singularity at z = 1/w correspond-
ing to a free energy per length f = E1 identical to that of a single bound particle because
the second unbound particle has E0 = 0. The function P (wz) diverges upon approaching
z = 1/w and, thus, we find GA(1/w) = Pr(1) = (1− vr)−1 at the singularity.

Now we turn to the exchange-delocalization transition determined by the singularities
of (5.8). We have already found that the singularity of GA(z) (at z = 1/w corresponding to
the free energy f = E1) describes, indeed, a single bound particle, i.e., a state with always
the same line bound. We have argued above that there can be a real singularity closer
to the real axis which is given by the solution of the equation 1 = vexGA(z) and which
corresponds to the phase with exchanging bound particle. From the functional form (5.10)
of GA(z), one readily verifies that this singularity is indeed the one closer to the origin and
therefore representing the thermodynamically stable phase provided

vex ≥ vex,c = G−1
A (1/w) = 1− vr . (5.11)

According to (5.11), the exchange-delocalization phase transition occurs at the critical
temperature Tde that is obtained from exp(−Er/Tde) ≈ Eex/Tde where we assumed that
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Eex ¿ Tde because Tde > T ∗. Using estimates (5.6) and (5.7), the asymptotics of the
function f(x) for d⊥ = 2, and λ/bD = κ/

√
2, we arrive at

Tde ≈ T ∗κ1/3 (5.12)

for the delocalization transition temperature Tde in the vortex system. The transition takes
place in the regime T > T ∗ where a single vortex is only weakly bound to the defect
[52, 53]; see Fig. 5.2. Note that both Eqs. (5.4) and (5.12) are self-consistent equations for
T ∗ and Tde, respectively, due to the temperature dependence of ξ and λ. Furthermore, it
can be shown by expanding the equation 1 = vexGA(z) about the transition point, that
the exchange-delocalization transition is continuous for all d⊥ ≤ 2 and of infinite order for
d⊥ = 2.

We expect our results to apply to all short-ranged potential wells and particle inter-
actions that decay faster than 1/r2 for large separations r [117]. More realistic pinning
potentials contain an intermediate 1/r2-behavior on scales ξ ¿ r ¿ λ [7, 112], which
slightly changes the function f(x) and thus the exact value of Tde but not the universal
properties of the delocalization transition.

5.4 General N

We start from the exchange-delocalized state where all N vortices share the defect and
consider the instability with respect to the exclusion of one of the vortices from the exchange.
To this end we introduce N states (analogously to the states A and B for N = 2), where
one vortex is unbound, i.e., excluded from the exchange, whereas the other N − 1 vortices
share the defect. Then the necklace is a succession of possible states i = 1, ..., N each of
which has a grand-canonical partition sum Gi(z) = P (wNz)/(1+[1−vr(N)]P (wNz)) where
vr(N) ≡ exp(−√N − 1Er/T ) is the Boltzmann-factor due to the enhanced repulsion from
the N − 1 vortices sharing the columnar defect. Similarly, wN ≡ exp(−lfN−1/T ) is the
Boltzmann-factor for the binding free energy of the N −1 vortices sharing the defect, which
we approximate by fN−1 ≈ E1 or wN ≈ w = exp(−lE1/T ). Considering the generalized
exchange between these N states and noting that exchange of the single bound particle is
associated with the Boltzmann-factor vex, we arrive at the generalization of (5.8):

G(z) =
NGi(z)

1− (N − 1)vexGi(z)
.

The transition point for the exclusion of one particle from the exchange is given by the
relation vex,c(N) = [1− vr(N)]/(N − 1). As vex,c(N) decreases for increasing N , also states
with N − 1 or less exchanging particles become unstable for vex < vex,c(N). This leads
to the conclusion that particle exchange entirely stops at this point, and we thus identify
vex = vex,c(N) as the exchange-delocalization transition point of the N -particle system. For
N = 2 our result reduces to Eqs. (5.11) and (5.12), whereas we find

Tde(N) ≈
{
T ∗ ln1/2 (κ/ lnN) for lnN < κ
T ∗κ/ lnN for lnN > κ

(5.13)
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for large N = B/BΦ. Note that our approach is limited to the regime of large vortex
spacing a À λ or N ¿ a2

cd/λ
2. The order of the transition is the same as for N = 2; i.e.,

the transition is of infinite order for d⊥ = 2.

Vortex liquid

Bose glass

B

T

BG

cT

BΦ

a= λ
B

deB

deT

Bm

*T

Figure 5.2: Schematic phase diagram in the B-T plane. Bm is the pristine melting line, BBG the Bose
glass melting line and Bde the exchange-delocalization crossover line which terminates at B = 0 in a genuine
phase transition at temperature Tde (circle).

5.5 Phase diagram

In real vortex systems our results hold for the limit BΦ ≈ 0. This implies also a vanishing
vortex density B ≈ 0 if N = B/BΦ is fixed. A finite vortex density ρ > 0 corresponds to a
system of the finite size ∝ 1/ρ1/2 which has no genuine phase transition. We thus conclude
that the delocalization crossover line of Ref. [112] terminates in the genuine exchange-
delocalization transition point at B ≈ 0, which is given by Eqs. (5.12) or (5.13). For
macroscopically large N the approximation of localized, well-separated exchange and repul-
sion events will break down and our low-density approach will become invalid whereas the
description by a condensate of bosonic particles used in Ref. [112] works increasingly well
in the high-density regime. The exact form of the crossover between both descriptions is an
open question. In both descriptions the delocalization line Bde(T ) drops exponentially with
temperature [see (5.13)] such that it intersects with both the pristine melting line Bm(T )
and the Bose glass melting line BBG(T ); see Fig. 5.2. Beyond the delocalization line, vortex
line exchange at the defects sets in, which leads to line wandering and a liquidlike behavior
even in the presence of columnar defects, which become irrelevant. Therefore, the relevant
melting line is the pristine melting line for T > Tde(B) in the delocalized phase, whereas
it is the Bose glass melting line in the localized phase. Therefore, there exists a range of
magnetic fields where the vortex lattice melts by undergoing the delocalization transition
[112] as shown in Fig. 5.2. The resulting phase diagram is in good agreement with the
experimental results regarding the melting of “porous” vortex matter [108].
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5.6 Conclusion

In conclusion, we have shown that the competitive localization of particles with mutual
short-range repulsion by a short-range attractive defect leads to the existence of a genuine
phase transition, the exchange-delocalization transition, which marks the onset of particle
exchange at the defect. We have investigated the exchange-delocalization transition in a
system of vortices with columnar defects or interacting bosons with localizing defects at low
density. We expect exchange-localization transitions to play an important role in various
other systems where competitive localization occurs. In the introduction, we have already
mentioned the quantum mechanical system of two interacting electrons competing for an
attractive potential [113] that could be realized by a quantum dot. We also expect compet-
itive localization to be relevant for biopolymers, for example it applies to the competitive
binding of two identical single strands of DNA to a single complementary DNA strand as
it is important for DNA microarray engineering.



Chapter 6

Conclusion and Outlook

This part of the thesis has dealt with flux-lines in type-II superconductors, which are gov-
erned by their line tension. This tension is mainly created by the magnetic field whose
energy is essentially proportional to the length of the line and, thus, gives rise to a tension
which tends to align the flux-line with the applied magnetic field. We call lines governed by
tension energy strings. Similar to vortex lines, also the topological defects in the flux-line
lattice, i.e., dislocation lines, which have been discussed in chapter 4, and interstitial or
vacancy lines [118] are governed by an energy cost associated with their length and, thus,
are strings. In this context, it is useful to remember that also vortex lines are topological
defects of the phase field in the underlying Ginzburg-Landau field theory describing super-
conductors, whereas dislocations are the analogous defects in the elasticity field theory of
the flux-line lattice (FLL).

We have presented two complementary approaches to the phase diagram of vortex mat-
ter in the presence of point disorder or point pinning centers. In chapter 3, we applied
phenomenological Lindemann criteria in order to calculate the loci of both the thermal
melting transition into a vortex liquid and the amorphization transition between the topo-
logically ordered, elastic Bragg glass and the disordered amorphous vortex glass phase. The
results are in good agreement with existing experimental work.

Then, in chapter 4, we went on to develop a dislocation theory of these vortex phases,
which goes beyond the phenomenological Lindemann analysis by putting forward a possible
mechanism of the vortex phase transitions in terms of dislocation proliferation. Within this
theory, it is possible to derive the phenomenologically successful Lindemann criteria, and
we can make predictions regarding dynamic phenomena related to plastic creep, i.e., the
motion of pinned dislocations in the presence of a driving current.

Finally in chapter 5, we studied a different melting mechanism that is effective in samples
with a low concentration of columnar pins and is based on a delocalization of vortex lines
from columnar pins by other vortex lines competing for the same columnar pin.

I want to conclude this part of the thesis giving an outlook and naming some of the
important issues that are still unresolved regarding the vortex phase diagram. As far as
thermal melting is concerned, a complete theoretical explanation of the “ice-like” first-order
melting, i.e., the jump towards increasing magnetization or density at the first order melting
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transition [19] for a genuine vortex line lattice as in YBCO is still lacking. It is interesting
to speculate to what extent this peculiarity might be connected to the fact that the vortex
lattice is a line lattice in view of the results of Ref. [23] for layered superconductors. In
comparison with known melting mechanisms of atomic solids, a systematic investigation
of the possibility of surface melting of the vortex lattice is still missing. Regarding the
vortex glass phases, the amorphous vortex glass phase, whose properties should be similar
to the vortex glass phase originally proposed by Fisher, Fisher, and Huse [11] is still elusive.
Starting from an elastic description of the FLL, this phase is inherently hard to describe
due to the strong disorder, which allows for no obvious reference state to expand about.
Closely connected is the question how many thermodynamic phases actually exist. The
dislocation theory suggests that the amorphous vortex glass and the vortex liquid both have
no positional order in the thermodynamic sense. Both phases only differ with respect to
the dynamic properties of dislocations, which can be pinned and, thus, essentially immobile
in the vortex glass phase at sufficiently low transport currents. However, it remains to be
clarified whether orientational order is also lost in the amorphous vortex glass phase as in
the vortex liquid or whether the orientational order is destroyed in a distinct transition at
higher magnetic fields.

In the future, the field would certainly benefit from new types of local experiments.
This development has begun in the last decade with the development of local magnetic field
measurements using Hall probe arrays or magneto-optical techniques, which replaced simple
bulk measurements and could elucidate the distribution of flux in the sample. One inter-
esting possibility for the future would be the manipulation of single vortices, for example,
using magnetic force microscopes, similar to single polymer manipulation techniques that
have become available in chemical and biological physics over the past decade by atomic
force microscopy techniques and will be discussed in the next part of this thesis. Another
interesting route in this direction is provided by vortex lattices in Bose-Einstein conden-
sates, which could be created only recently. These systems might also offer new possibilities
of manipulation because the experimental length scales of vortices are more accessible to
manipulation using optical techniques.

Regarding alternative applications of the vortex lattice dislocation theory, the vortex
lattice with its tunable interactions and density can be used to test concepts for work-
hardening, which is the very complex process of self-arrest in a crystal containing many
dislocations and which is relevant for many materials science applications. Work-hardening
can potentially stop dislocation motion and, in the FLL, eventually even vortex motion by
effectively self-pinning the vortex lattice [119]. In the FLL dislocation core energies can be
systematically tuned by changing interaction parameters and vortex density. Moreover, the
sample geometry can be controlled, e.g., channel geometries can be fabricated in a controlled
fashion [120]. This makes vortex matter an appealing laboratory system to develop a deeper
theoretical and experimental understanding of the complex work-hardening process.
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Chapter 7

Introduction

The previous part of this thesis has dealt with flux lines in type-II superconductors, which
are governed by a line tension that is essentially due to the magnetic field energy. As a
result, flux lines tend to align with the applied magnetic field. We call lines governed by
such a tension strings. Whereas a line tension suppresses all local excursions from a straight
configuration along a preferred direction, lines can also be governed by a bending energy
which only penalizes local bending of the lines, regardless of an increase in length, see Fig.
7.1. We call lines governed by their bending energy filaments. Whereas the elastic material
constant of strings is the line tension εl, the material constant of filaments is the bending
rigidity κ [121]. Fluctuations of such filaments and cooperative phenomena displayed by
fluctuating filaments will be the central subject of this part of the thesis.

Many polymers in chemical and biological physics are flexible and can be described as
chains consisting of segments that can be freely rotated against each other. Such flexible
polymers represent strings governed by an entropic tension, which tends to decrease the end-
to-end distance to zero in order to maximize the number of possible chain conformations.
Typical examples of flexible polymers are synthetic polymers with a carbon backbone,
such as polyethylene, where the carbon-carbon bonds along the backbone can be easily
rotated against each other. By now, there is a rather complete theoretical description of
flexible polymers [122, 123, 124], which includes both statics and dynamics, effects from
self-avoidance, and the cooperative behavior of flexible polymers in solutions or gels.

Apart from flexible polymers, there is another important class of more rigid polymers,
which are governed by their bending energy rather than their entropic tension over a wide
range of length scales. Thus, these polymers are filaments or semiflexible polymers. The
competition between thermal energy and bending energy sets a characteristic length scale
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Figure 7.1: Monte Carlo simulation snapshots of a string governed by tension (left) and
a filament governed by bending rigidity (right). The string has a preferred straight con-
figuration, which is represented by the black bar. The filament exhibits larger excursions
and appears straight over one persistence length Lp, see eq. (7.2), which is indicated by the
black bar.

for semiflexible polymers, the persistence length1

Lp ≡ 2κ
T
. (7.2)

The persistence length can also be characterized as the length scale above which tangent-
tangent correlations decay exponentially, see eq. (7.5) below. On length scales larger than
Lp, semiflexible polymers behave much like flexible polymers with a segment size of the
order of Lp, i.e., the polymer decays into effectively independent segments of size Lp. In
the limit of infinite persistence length it approaches a rigid rod, deformations of which
are described by classical mechanics [121]. Semiflexible polymer models can thus describe
various types of polymers ranging from flexible chains, which are recovered in the limit of
small persistence length Lp, to rigid rods, which are obtained in the limit of large Lp. As
compared to these to well-studied limits, new and interesting polymer physics emerges if
the persistence length Lp is comparable to the contour length or the correlation length of
the polymer. In this regime, neither the bending energy nor the thermal fluctuations can
be neglected and semiflexible polymers exhibit distinct new properties, on which we want
to focus in this thesis.

In biological and chemical physics one finds many examples of semiflexible polymers,
some of which are shown in Fig. 7.2. Typically, these polymers are supramolecular assem-
blies with a relatively large diameter, i.e., they are much “thicker” than a flexible syn-
thetic polymer with a carbon backbone. Such polymers are generically semiflexible because
their large diameter leads to stronger entropic or enthalpic interactions along their back-
bones, which increases the bending rigidity. Often these thick supramolecular structures
are the result of a rather complicated assembly process. Recent examples from chem-
ical physics are provided by dendronized polymers [125], polyisocyanides (in particular,

1 Alternative definitions of the persistence length can be found in the literature. Often a definition

L̃p ≡ 2

d− 1

κ

T
(7.1)

for a semiflexible polymer in d spatial dimensions is used, which includes the dimension-dependent factor
and is motivated by the exponential decay of tangent correlations (7.5).
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(a) (b) (c) (d) (e)

Figure 7.2: Examples of semiflexible polymers: a) DNA with a (mechanical) persistence
length of Lp = 2κ/T ' 100nm ' 320bp [135]. b) Actin filament with Lp ' 34µm [132]. c)
Microtubule with Lp ∼ mm [133] (Figs. a-c from Ref. [129]). d) Dendronized polymer [125].
e) Polyisocyanide with a persistence length Lp ' 150nm [126].

polyisocanidepeptides [126]), and many supramolecular polymers [127], such as polyelec-
trolyte complexes [128]. Also cytoskeletal filaments, such as filamentous (F-) actin and
microtubules, are supramolecular structures, which assemble spontaneously from globular
protein monomers [129, 130, 131]. F-actin assembles from globular (G-) actin monomers,
microtubules from tubulin monomers. These monomers bind by weak non-covalent bonds,
typically each monomer binds by several hydrogen bonds. Therefore, cytoskeletal filaments
can be viewed as “colloidal” polymers rather than genuine macromolecules (similar to the
historic view of polymers as colloidal aggregates at the beginning of the 20th century). The
persistence lengths of cytoskeletal filaments range from 30µm for F-actin [132, 133, 134] to
the mm-range for microtubules [133] and becomes comparable to typical contour lengths of
these polymers.

It is instructive to estimate the bending rigidity of large supramolecular filaments by
modeling them in a simplified manner as an isotropic elastic rod made from an isotropic
elastic material with Young’s modulus E. For such rods, elasticity theory [121] gives a
bending rigidity κ = EI, where I is the moment of inertia of the rod’s cross section Scross,
I ≡ ∫

Scross
r2dS, which is given by the surface integral over the square of the radius r.

Therefore, I ∝ D4, where D is the filament diameter, and the persistence length Lp ∼
EI/T ∝ D4 strongly increases with the filament diameter, i.e., thick filaments are much
more rigid. For a filament diameter from 5 to 25nm and an elastic modulus E ∼ 1GPa,
persistence lengths Lp ∼ EI/T from 10 to 600µm are estimated. This simple model thus
explains why thick filaments, such as microtubules with a diameter of 25 nm, are much
stiffer than slender filaments like F-actin with a diameter of 8 nm. The elastic description
works well for cytoskeletal filaments because they assemble from relatively large protein
monomers. Globular (G-) actin, for example, has a molecular weight of 43kD.

Large supramolecular assemblies often form helices to optimize enthalpic interactions,
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which then also increases the rigidity. Filamentous actin, for example, assembles into a two-
stranded helical structure. Another prominent example of a semiflexible helical polymer is
DNA, which has a persistence length of 100nm [135]. The DNA helix forms as a result of
the stacking interactions between planar nucleotide base pairs, which in turn arise from the
hydrophobicity of the base pairs and electronic interactions. The helical structure allows
base pairs to move closer and expel water from the space between bases. Both in F-actin and
DNA the helical structure increases attractive interactions between monomers and increases
the bending rigidity.

The bending rigidity of a polymer is also increased by repulsive electrostatic interactions
between unscreened charges along the polymer backbone [136]. The simplest theory of
electrostatic rigidity is due to Odijk, Skolnick, and Fixman [137, 138]. In the presence of
charges the persistence length of a polyelectrolyte LPE

p acquires an additional contribution
from electrostatic interactions,

LPE
p = Lp + LOSF =

2κ
T

+
lB

2A2l2DH

, (7.3)

where lB ≡ e2/4πTε is the Bjerrum length, which denotes the distance at which two unit
charges e in a dielectric medium with dielectric constant ε interact with the thermal energy
T (T is the temperature in energy units). lDH is the Debye-Hückel screening length, which
is related to the salt concentration cs by lDH = (8πq2lBcs)−1/2, where q is the valency of the
screening salt ions. A is the distance between unit charges along the polymer backbone, i.e.,
1/A is the charge density. The additional electrostatic contribution LOSF to the persistence
length leads to a stiffening of charged polymers at low salt concentrations. At physiological
salt concentrations, the screening length is lDH ' 1nm so that we can usually neglect
electrostatic interactions in modeling cytoskeletal filaments.

Typically, we are interested in fluctuations of semiflexible polymers on the scale of the
persistence length such that molecular details are not relevant and a continuous description
is justified. Moreover, many semiflexible polymers of interest, like F-actin, microtubules, or
DNA, are inextensible to a good approximation. Then they can be modeled by the so-called
worm-like chain model introduced by Kratky and Porod [139] to interpret X-ray scatter-
ing experiments on solutions of “filamentous” polymers (“Fadenmoleküle”), e.g., cellulose.
Their worm-like chain model describes an inextensible continuous polymer governed by its
bending energy

HWLC[t(s)] =
∫ Lc

0
ds
κ

2
(∂st)2. (7.4)

Here, Lc is the contour length of the polymer, which is parameterized by its arc length
s, and the polymer configuration is described by the unit tangent vectors t(s) so that
(∂st)2 is the square of the local curvature. The statistical physics of the worm-like chain
model is equivalent to the one-dimensional non-linear σ-model. Tangent correlations decay
exponentially, and in d spatial dimensions one finds [139, 140, 141]

〈t(s) · t(s′)〉 = exp
(
−(d− 1)

|s− s′|
Lp

)
. (7.5)
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For Lc À Lp, the worm-like chain can then be described as an effective Gaussian chain with
N = Lc/Lp segments with Kuhn length b = Lp.

Beyond the inextensible, continuous worm-like chain model, more molecular details can
be taken into account by considering discrete semiflexible harmonic chain models, which
include the discrete molecular structure and the extensibility of molecular bonds. This is
described in more detail in chapter 9. Internal interaction potentials, above all the excluded
volume interaction between different parts of the chain, are neglected in the worm-like chain
model. This approximation can be justified as long as the bending rigidity is sufficiently
large such that the persistence length Lp is of the same order as the contour length Lc of
the polymer. Then the bending energy is effectively preventing intrapolymer contacts.

With respect to an understanding of cooperative behavior of semiflexible polymers, i.e.,
association or ordering phase transitions, the coupling to external adsorption or interaction
potentials represents a technical problem within the framework of the worm-like chain model
because chain conformations are defined in the space of tangent vectors rather than positions
of the polymers, whereas external potentials are a function of the local polymer segment
positions. The position of the chain at arc length s can only be obtained by integration
r(s) − r(0) =

∫ s
0 ds̃t(s̃). On the other hand, for many important problems, such as the

adsorption to an attractive planar surface, the binding to other polymers, or the confinement
in channel-like geometries, the external potential gives rise to a preferred orientation and
a straightening of the semiflexible polymer. Therefore, it is advantageous to parameterize
semiflexible polymers in external potentials in a different manner, using the so-called Monge
parameterization, which parameterizes contours explicitly in position space. The Monge
parameterization is widely used for the description of fluctuating two-dimensional fluid
membranes and has also been applied for the description of flux lines in the previous part
of the thesis. The Monge parameterization is appropriate if the semiflexible polymer is only
weakly bent, i.e., its persistence length is much larger than its contour length or the relevant
correlation lengths along the polymer. Then the semiflexible polymer is oriented along a
particular direction, say the x-direction, without overhangs, and it can be parameterized
by the d⊥ = d − 1 dimensional displacement field z(x) perpendicular to the preferred x-
direction. The Hamiltonian of a free semiflexible polymer in the Monge parameterization
becomes

H[z(x)] =
∫ L

0
dx

{κ
2
(∂2

xz)
2
}
, (7.6)

where L is the projected length of the polymer in x-direction and where we neglected
corrections of fourth and higher order in the displacement field, which can be justified for
sufficiently small displacement gradients. In the remaining chapters we will often use this
parameterization to describe semiflexible polymers subject to external potentials.

During the past decade single-molecule techniques, such as atomic force microscopy
(AFM) [142], optical [143] and magnetic tweezers [144], have become available which allow
to measure mechanical properties of individual molecules and polymers. These techniques
give a force resolution in the pN-range and a spatial resolution in the nm-regime. Ex-
periments on individual molecules allow to measure distribution functions of observables
independent of the spatial averaging, which is always present in usual bulk measurements.
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Other observables are not directly accessible in a bulk measurement, for example, the exten-
sion of a single polymer chain can only be deduced indirectly from scattering experiments in
the bulk. Single-molecule techniques are also most suited to study dynamical fluctuations
of individual molecules in or out of equilibrium. For example, they can access intermedi-
ate states and follow time-dependent pathways of chemical reactions that are difficult or
even impossible to observe in an ensemble where they are hard to synchronize. Applied
to polymers, these techniques permit quantitative experimental studies of single polymer
deformations and, thus, provide the basis for a quantitative understanding of the mechani-
cal properties of more complex polymer assemblies, such as polymer solutions, gels, or the
cytoskeleton of a living cell.

A quantitative analysis of single polymer experiments requires theoretical models to
extract the polymer properties. One prominent example are the first measurements of
force-extension relations of single polymers such as DNA by stretching with magnetic beads
[144, 145], which could only be properly interpreted based on theoretical results for the
force-extension relation of the worm-like chain model [146]. Using the appropriate model,
the persistence length of an individual DNA chain can be inferred from the single molecule
experiment. In chapter 9, we present a theoretical model for stretching experiments on
individual semiflexible polymers which goes beyond the inextensible and continuous worm-
like chain model and takes into account effects from a discrete chain structure, extensibility
effects, and finite size effects. Within this thesis, we also provide a theoretical description
for a number of other manipulation experiments of single semiflexible polymers in chapters
8, 11, and 12. In general, semiflexible polymers are particularly suited for single poly-
mer manipulation because they are typically “thicker” than flexible polymers, as explained
above.

In chapter 8, we focus on cytoskeletal F-actin, which is manipulated by confinement to a
microfluidic channel. Confinement effects are the most basic manipulation experiment and
play an important role for fluctuating elastic manifolds throughout biological, soft matter,
and condensed matter physics. The confinement of the filament in a channel gives rise to an
entropy cost, and thus a confinement free energy or steric repulsion between filament and
wall. Confinement has also important consequences for dynamic properties of semiflexible
polymers as it gives rise to reptation dynamics [123]. It is relevant from the biological point
of view because of crowding effects within the cytoplasm. Moreover, F-actin filaments in
the living cell are confined within the filament meshwork in the cell cortex. In chapter 8,
we focus specifically on the effects of confinement on the tangent correlations (7.5).

Similarly to an ideal gas that is confined to a container and therefore exerts pressure onto
the confining walls, also confined polymers exert entropic forces onto the confining walls.
Such entropic interactions have been studied first for flexible polymers [147, 148, 122, 123],
which are governed by entropic tension, and are also well-known in the context of condensed
matter theory for strings governed by tension since the seminal work of Prokovski and Ta-
lapov on incommensurate two-dimensional crystals [149]. They also play an important role
for flux line lattices in confined geometries. For a two-dimensional flux line lattice in a
planar superconductor with parallel magnetic field and point disorder, for example, the
entropic interactions lead to a stabilization of the vortex glass phase at all temperatures
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Figure 7.3: a) A single DNA molecule adsorbed on a chemically structured graphite surface.
b) The DNA molecule after pulling it to the right using an AFM tip. Relaxation of the
DNA molecule leads to kink-like configurations of the polymer as shown in c). [Figures
with permission of N. Severin, Humboldt University, Berlin]

[150, 151]. For objects governed by bending energy, entropic interactions have been consid-
ered for the first time by Helfrich [152, 153] as “undulation forces” for fluid two-dimensional
membranes. The concept of entropic or undulation forces has its limitations as can be
seen in systematic treatments of unbinding transitions of interacting two-dimensional fluid
membranes [154, 155, 156]. This unbinding transition arises from the interplay of attrac-
tive direct microscopic forces, such as van der Waals or screened electrostatic forces, and
repulsive undulation forces and has been observed experimentally, e.g., for lipid bilayers in
Refs. [157, 158]. For short-ranged attractive interactions decaying faster than the entropic
repulsion a direct superposition of microscopic and undulation forces fails [154, 159]. Such a
direct superposition neglects fluctuation effects, similar to a mean-field treatment, and sug-
gests a first order unbinding transition, whereas a systematic study based on renormalization
group techniques reveals a continuous transition with characteristic critical exponents [154].

Also the unbinding of interacting semiflexible polymers, which we discuss in detail in
chapter 10, arises from the competition of the repulsive entropic forces and direct attractive
interactions. Analogously to fluid membranes, the mean-field-like superposition of direct
and entropic interactions gives a first order transition for short-ranged attractive potentials
decaying faster than 1/|z|2/3 for large separations |z| of the interacting semiflexible polymers.
In contrast, the systematic transfer matrix treatment presented in chapter 10, reveals how
the order of the unbinding transition depends on the dimensionality of the embedding space
and the orientation of the interacting semiflexible polymers.

Novel types of single molecule manipulation experiments become possible with adsorbed
semiflexible polymers because both visualization and manipulation are easier for adsorbed
polymers [160]. In this thesis, two such single polymer manipulation techniques for adsorbed
semiflexible polymers are treated in detail, the force-induced desorption in chapter 11 and
the forced sliding over the adhesive substrate in chapter 12. The basis for an understanding
of these manipulation experiments is provided in chapter 10, where a theoretical description
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(a) (b)

Figure 7.4: a) Filament structures in the cytoskeleton of a cell stained for proteins [129].
b) Typical filament morphologies in the cytoskeleton are networks and bundles [130].

of the adsorption transition of a single semiflexible polymer to an adhesive substrate with a
short-range attraction is given. Force-induced desorption has been realized experimentally
by attaching single polymers to AFM tips, which allows to measure the force exerted by
the polymer as a function of the distance from the adsorbing substrate [161]. The force-
induced desorption is similar to another type of single molecule manipulation experiment,
the unzipping of two semiflexible polymers. Unzipping of polymers has first been studied
for the unzipping of the two rather flexible strands of DNA [162] but has recently also been
realized for much stiffer protein fibers [163]. Single polymers or other molecules on surfaces
can be imaged using scanning tunneling microscopy (STM) [164] on metal or semiconduc-
tor surfaces or atomic force microscopy (AFM) [142]. But these techniques not only permit
imaging on the surface but the microscopy tips can also be used to manipulate and position
individual molecules [165] or individual semiflexible polymers such as DNA [166] on the
substrate. In addition, the adsorbing substrate can be modified chemically or lithograph-
ically to present a patterned surface structure to the adsorbing polymer [128, 166], which
typically leads to contrasts in adsorption strength. The spatial extension of these regular
structures ranges from the micrometer scale down to nanometers. The manipulation of a
single DNA molecule with an AFM tip on a chemically structured graphite surface [166] is
demonstrated in Fig. 7.3.
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There has been intense experimental and theoretical interest in semiflexible polymers
from biological physics because cytoskeletal filaments such as F-actin, intermediate fila-
ments, and microtubules are the main structural elements of biological cells and determine
many of their mechanical and motile properties. F-actin is one of the most abundant pro-
teins in eukaryotic cells and forms the cortex of the cytoskeleton, whereas microtubules
provide the actual skeleton of the cell [129]. The microtubule network plays important
roles in the internal organization of the cell, in cell locomotion, morphogenesis, and cell
division. Actin filaments are versatile building blocks of the cytoskeleton, which can ar-
range into various different architectures such as bundles or meshworks, depending on the
filament density and the concentration of actin crosslinking molecules in the surrounding
liquid. The cytoskeleton of a living cell is no “passive” equilibrated structure but constantly
remodeling by polymerization and depolymerization of filaments. This is a non-equilibrium
process that requires hydrolysis of ATP or GTP and can be used by the cell to generate
forces, e.g., for locomotion. Also small forces generated by motor proteins organize and
rearrange cytoskeletal filaments and give rise to active, non-equilibrium filament dynamics,
which plays an important role for cell division, motility, and force generation [131].

Structure formation by filament assemblies, either in thermal equilibrium or coupled
to active processes, is one central subject of the present thesis, which will be treated in
detail for two systems, filament bundles and motility assays, in chapters 10, 13, and 14.
Both of these model systems are relevant for important in vivo processes but at the same
time accessible to controlled experimental in vitro studies. In chapter 13, the formation
of crosslinked filament bundles, which represent one important structural element of the
cytoskeleton, is studied in thermal equilibrium. In chapter 14, we consider in vitro motility
assays, in which filaments are bound to a substrate by immobilized motor proteins, which
actively pull the filaments along the surface. We use motility assays to study the structure
formation of interacting filaments as they are pulled by molecular motors. This provides
a first step towards a theoretical understanding of motor-driven structure formation in the
cytoskeleton of the living cell.

Filaments in the cytoskeleton are arranged into a variety of network-like structures. F-
actin forms the cortex of the cell, where it typically occurs in two types of morphologies,
dense filament meshworks or bundle-like structures, see Fig. 7.4. Bundles of actin filaments
are an important structural motif which occurs, e.g., in cell protrusions (filopodia), stress
fibers, or muscles. Actin filaments in the cell perform relatively large thermal fluctuations as
they have persistence lengths around 30µm [132] of the same order as their typical contour
lengths. Therefore, crosslinking proteins stabilize such bundles against thermal fluctuations.
For a living cell, it is important to possess a flexible assembly mechanism for structural
elements such as bundles. This is achieved by a relatively weak crosslinker-filament binding,
which typically involves several hydrogen bonds. As will be demonstrated in chapter 13,
this mechanism of a filament attraction mediated by weakly binding crosslinkers fulfills
two biological functions. Firstly, it allows for a reversible bundle formation, i.e., bundling
and unbundling and, secondly, both processes can be regulated easily by the crosslinker
concentration in the surrounding solution. Experimentally, bundle formation can be studied
in a more controlled way in vitro using F-actin solutions containing crosslinking proteins
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[167, 168, 169]. Bundle formation in biological or biomimetic systems is an example of a
cooperative assembly process, which gives rise to structure formation. Structure formation
processes are a domain of statistical physics and the bundle formation can be successfully
described as an equilibrium phase transition. An immediate consequence of this concept
is that new mechanical properties can emerge in the bundled phase. One example is the
bundle stiffness, which can be tuned by the number of filaments that are joined in a bundle
and the filament interactions, which demonstrates that the assembly becomes more than
the sum of its parts.

In order to understand the formation of such bundles using methods from statistical
physics, we start in chapter 10 from a theoretical description of the conceptually simplest
bundling transition, which is the binding of two semiflexible polymers in the presence of a
short-range attractive potential. This binding transition is closely related to the adsorption
transition of a single semiflexible polymer. As it turns out, this phase transition still allows
for an analytical solution using transfer matrix techniques and, thus, for a complete classi-
fication of critical exponents and universality classes as well as a closed expression for the
scaling functions governing the filament segment distribution. In particular, we find that
the bundling of filaments is a discontinuous transition in three spatial dimensions, which is
markedly different from the corresponding continuous binding transition of strings or flexible
polymers in three dimensions. Building on these results for the bundling of two filaments, we
address the more complicated assembly processes involved in the bundling of N filaments in
the presence of attractive filament interactions mediated by adhesive crosslinkers in chapter
13. Using a combination of Monte Carlo simulations and analytical arguments based on the
binding of two sub-bundles, we study filament bundles containing up to N = 20 filaments
and find that such bundles form in a single discontinuous phase transition. Depending on
the initial conditions of the bundling process, the bundling transition can be kinetically
trapped resulting in the segregation of smaller sub-bundles for strong filament attractions.
This rich scenario of structure formation is in agreement with experimental observations on
F-actin solutions containing crosslinking proteins [167, 168, 169].

Structure formation in the living cell cannot rely exclusively on equilibrium processes.
One way of dynamically restructuring the cytoskeleton is via active processes such as ATP-
or GTP-driven polymerization and depolymerization of filaments, which gives rise to a
constant turnover of monomers within each filament, the so-called “treadmilling”. An-
other active ATP-driven process is the rearrangement of filaments by molecular motors,
which is an important dynamical process involved, e.g., in cell division. The resulting non-
equilibrium dynamics driven by such active processes is a new paradigm in polymer physics,
which leads to new dynamic phenomena such as pattern formation. This has been demon-
strated in a number of recent experiments on “active polymer gels”, i.e., filament solutions
containing multi-headed motors [170, 171, 172, 173], where the formation of dynamic pat-
terns such as asters or vortices have been observed. Theoretical studies of such patterns
[174, 175, 176, 177, 178, 179] have used a coarse-grained continuum description with kinetic
equations for filament density and orientation fields and a motor density field. In these
approaches it is inherently difficult to relate the macroscopic transport coefficients of such
descriptions to the experimentally accessible microscopic parameters of the system.
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Therefore, it is desirable to have biomimetic model systems, where the underlying prin-
ciples of this new type of non-equilibrium polymer dynamics can be studied both experi-
mentally and theoretically in more detail. One such system are motility or gliding assays,
where motor proteins are immobilized on a solid substrate [180] and which will be the topic
of chapter 14. The immobilized molecular motors bind filaments and actively pull them over
the substrate. In these systems filaments are essentially confined to two dimensions by their
binding to motor proteins and the areal motor density on the substrate becomes a quenched
degree of freedom because motors are adsorbed and immobilized. These two simplifications
allow for a complete description of the stochastic motion of single, non-interacting filaments,
which has been studied theoretically for the first time in Ref. [181]. In a gliding assay with
many rod-like filaments interacting by a hard-core potential, the filaments can undergo a
phase transition from an isotropic to a nematic phase upon increasing the filament density.
In the absence of motor activity, this phase transition is the well-known Onsager transition
of a two-dimensional hard-rod fluid. Building on the description of the active dynamics of
a single filament we can apply concepts from liquid crystal theory to study the cooperative
behavior of many filaments and find an extension of the equilibrium Onsager theory to the
actively driven non-equilibrium system. This theory predicts that nematic ordering can be
induced by increasing the motor activity, i.e., increasing the density of immobilized motors,
which is confirmed by Langevin dynamics simulations of the motility assay. Furthermore,
we can make predictions about the locus of the isotropic-nematic transition in terms of the
microscopic model parameters such as a function of the motor density. Such a nematic
ordering is maybe the most simple pattern formation that an active filament system can
exhibit and, thus, can serve as a model system for future studies of more complex active
filament systems.

This part of the thesis is structured as follows. We start by studying fluctuations of
single semiflexible polymers confined to microchannels in chapter 8, where we can perform
a detailed comparison of analytical calculations, simulation results, and experiments, see
Ref. [182]. Ref. [183] is the basis of the following chapter 9, where we discuss the detailed
theoretical description of stretching experiments on semiflexible polymers, which includes
effects from a discrete chain structure, extensibility effects, and finite size effects. In chapter
10, which is based on Refs. [184, 185], an analytical treatment of the unbinding transition
of two semiflexible polymers and the adsorption transition of a single semiflexible polymer
is presented using transfer matrix methods. In these transitions polymers bind or adsorb
against thermal fluctuations. In chapters 11 and 12, we focus on the manipulation of single
adsorbed filaments by external forces. In chapter 11, based on Ref. [186], the force-induced
desorption or the unzipping by a localized external force is considered, i.e., the combined
effect of thermal fluctuations and an external point force on the adsorption transition.
In chapter 12, which is based on Refs. [187, 188, 189], the thermally activated dynamics
of a semiflexible polymer that is adsorbed on a structured substrate and pushed by an
external force is discussed. We consider diffusional relaxation, a homogeneous driving force,
and point driving forces. In the final chapters 13 and 14, we move from single filaments
to filament assemblies and focus on their cooperative behavior. In chapter 13, which is
based on Ref. [190], the unbundling transition of a bundle containing N filaments is studied
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analytically and by Monte-Carlo simulations. In chapter 14, based on Ref. [191], we consider
the active filament dynamics in a motility assay, where we find the generalization of the
two-dimensional Onsager isotropic-nematic transition to the actively driven system.



Chapter 8

Confined Filaments

We study thermal fluctuations of individual semiflexible polymers or filaments, which are confined
to translationally invariant channels. Tangent correlations of confined filaments depend both on
their bending rigidity and the channel geometry. The tangent correlation function is calculated
both analytically using the concept of undulation forces and by Monte Carlo simulations. Long
filaments confined to channels exhibit enhanced tangent correlations. The tangent correlation
function shows a characteristic minimum, which is governed by the deflection length. The the-
oretical results are used to experimentally determine persistence and deflection lengths of actin
filaments, which are confined to microchannels and studied by fluorescence microscopy. This is
achieved by including corrections for finite size and image analysis effects into the theoretical
result for the tangent correlation function.

8.1 Introduction

Filamentous (F-) actin is one of the most important building blocks of the cytoskeleton
of eukaryotic cells [129]. The cortex of the cytoskeleton consists of a dense meshwork of
F-actin with a typical meshsize of the order of micrometers [134]. F-actin filaments in
the cytoskeleton are strongly confined within this meshwork. Furthermore, various other
macromolecules, predominantly proteins, are contained in the cytoplasm. This typically
leads to crowding and, thus, confinement of polymers within the cell body [192].

Confinement has important consequences both for static and dynamic properties of
semiflexible polymers and is often pre-requisite for experimental investigations by optical
microscopy. Fluorescence microscopy studies of F-actin have to be performed on single
filaments confined to a two-dimensional plane [132]. The reptation dynamics of a single
actin filament confined in the meshwork of an actin solution has been visualized in Ref.
[134] for the first time. Recently, also the confinement and imaging of DNA in channels
with widths in the nm regime has been achieved [193, 194].

In the following, we consider a semiflexible polymer that is confined between two rigid
and planar walls. The effect of such a transverse confinement on a thermally fluctuating
object like a semiflexible polymer gives rise to an increase of its free energy due to the
entropy cost of collisions with the confining walls. This free energy of confinement can
also be interpreted as a steric repulsion between the confining walls and the polymer. For
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objects governed by bending energy, entropic interactions have been considered for the first
time by Helfrich [152, 153] as “undulation forces” for fluid two-dimensional membranes but
the concept of entropic forces is much older. Entropic interactions are well-known for an
ideal gas that is confined to a container and exerts pressure on the container walls and
for confined flexible polymers [147, 148, 122, 123], which are governed by entropic tension.
For strings governed by tension, entropic interactions are well-known since the seminal
work of Prokovski and Talapov on incommensurate two-dimensional crystals [149], and
they also play an important role for flux line lattices in confined geometries. For a two-
dimensional flux line lattice in a planar superconductor with parallel magnetic field and
point disorder, the entropic interactions lead to a stabilization of the vortex glass phase at
all temperatures [150, 151]. Moreover, entropic interactions are relevant in the dislocation
theory of vortex lattice melting presented in chapter 4, where the steric repulsion stabilizes
the dislocation ensemble at high densities. Recently, Zaanen applied Helfrich’s theory of
entropic interactions also to quantum stripe excitations [195], as they are found in strongly
correlated cuprate systems [196], to show that a gas of quantum stripes always solidifies
due to the entropic repulsion.

For semiflexible polymers confinement effects have been considered first in the context
of nematic ordering in semiflexible polymer liquid crystals [197, 198]. Odijk introduced the
important concept of a deflection length along the semiflexible polymer. On scales larger
than the deflection length fluctuations are affected by the confined geometry [199]. Helfrich
applied the concept of undulation forces, which corresponds to replacing the confining po-
tential by a parabolic confining potential, also to confined semiflexible polymers or tubular
vesicles [200]. Odijk showed that results for confinement free energies based on the liquid
crystal approaches and the undulation force approach are essentially equivalent [201]. A
semiflexible polymer in a confining parabolic potential has been treated by a transfer matrix
approach in Ref. [202].

In recent years much theoretical effort was directed towards an exact determination of
the free energy of confinement for various geometries and semiflexible chain variants, see
Refs. [203, 204, 205, 206, 207]. Whereas it is not easily possible to obtain such free energies
experimentally, we focus in this chapter on conformational fluctuations, which are measured
by fluorescence microscopy of suitably confined, fluctuating filaments. Such a biomimetic
model system is ideal to explore the physical concepts of confined semiflexible polymers,
both experimentally and theoretically. We calculate analytically the tangent correlation
function of a confined semiflexible polymer employing Helfrich’s undulation force concept.
The results are compared to Monte Carlo (MC) simulations for a worm-like chain in a quasi
two-dimensional rectangular channel, similar to the experimental system. We find that the
simulation data agrees well with the analytical results. Then the theoretical results are used
to determine persistence and deflection length from experimental fluorescence microscopy
image data by including corrections for finite size and image analysis effects.
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Figure 8.1: Experimental Setup. a) Sketch of the microchannel chamber with different
channel widths, actin filaments are fluctuating in rectangular channels. b) Fluorescence
micrograph (10 µm scale bar). [Figure with permission of S. Köster, Max Planck Institute
for Dynamics and Self-Organization, Göttingen]

8.2 Experimental methods

The experimental setup has been described in detail in Ref. [208]. An array of microchannels
is fabricated by soft lithography with channel widths ranging from ` ' 1.5µm to ` ' 10µm
and a channel height `z ' 1.4µm, see Fig. 8.1. To avoid sticking of actin filaments to
the channel walls, the channel surfaces were coated with BSA (bovine serum albumin).
Phalloidin-stabilized and fluorescently labeled actin filaments are brought into microchan-
nels with rectangular cross sections as schematically shown in Fig. 8.1. Contour fluctuations
are observed by fluorescence microscopy. The details of the image analysis are described
below.

8.3 Model

For the theoretical description, we consider a semiflexible polymer in three spatial dimen-
sions in a channel with rectangular cross-section as shown schematically in Fig. 8.2. The
channel is translationally invariant along the x-axis. Using the worm-like chain model and
parameterizing the polymer with contour length Lc by arc length 0 < s < Lc and unit
tangent vectors t(s), the Hamiltonian is given by the sum of bending and potential energy,

HWLC [t(s)] =
∫ Lc

0
ds

[κ
2
(∂st)2 + Vch(r(s))

]
. (8.1)

Here, r(s) =
∫ s
0 ds̃t(s̃) is the three-dimensional position vector of the chain at arc length s.

The purely repulsive confining potential Vch(r) from the translationally invariant channel
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z
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y

Figure 8.2: Semiflexible polymer confined to a rectangular channel. The channel width is
`, the channel height is `z. θ is the angle between the two-dimensional projection of the
tangent vector into the xy-plane and the x-direction.

walls only depends on the last two components of r = (x, y, z),

Vch(r) = V`(y) + V`z(z) with V`(y) ≡
{

0 for |y| < `/2
∞ else

. (8.2)

We focus on the regime where the confinement is sufficiently strong and the bending
rigidity or persistence length is sufficiently large that U-turns of the polymer within the
channel are suppressed. Then the semiflexible polymer is oriented along the x-axis and can
be parameterized by two-dimensional displacements z(x) = (y(x), z(x)) perpendicular to
the x-axis with 0 < x < L, where L is the projected length of polymer. In this Monge
parameterization, the effective Hamiltonian of the semiflexible polymer is given by

H[z(x)] =

L∫

0

dx
[κ
2

(
∂2

xz
)2 + V`(y(x)) + V`z(z(x))

]
(8.3)

with the confining channel potentials V` as defined in eq. (8.2). In (8.3) we neglected
terms of fourth or higher order in derivatives of z, which is justified for small gradients
〈(∂xz)2〉. Then, also the difference between arc and projected length is small, s(x) ≈ x. We
focus on the limit `z ¿ ` of a quasi two-dimensional system, which is the typical situation
in the experimental realization, where values for `/`z range from approximately 1 to 10.
In the experiment fluorescent microscopy allows to image the two-dimensional projection
(x, y(x)) such that we consider only fluctuation of the single component y(x) governed by
the confining channel potential V`(y) in the following.

8.4 Tangent correlations

The deflection length λ is defined as the length scale where the channel boundaries start
to influence tangent correlation functions [199]. In the absence of the confining potential
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V`(y) in (8.3) the fluctuations are given by 〈y2〉 ∼ L3/Lp where Lp = 2κ/T is the persistence
length1 (T is the temperature in energy units). The condition 〈y2〉 ∼ `2 defines the deflection
length [199]

λ ∼ `2/3L1/3
p . (8.4)

Typical displacement gradients are of the order of 〈(∂xy)2〉 ∼ λ/Lp ∼ (d/Lp)2/3 and, thus,
the Hamiltonian (8.3) is applicable for narrow channels `¿ Lp – regardless of the length L
of the semiflexible polymer. Using the deflection length concept the free energy cost ∆Fw

of confining polymer configurations in the y-coordinate can be estimated by assuming that
each collision with the confining walls costs entropy of the order of kB, or free energy of the
order of T (temperature in energy units), which leads to ∆Fw ∼ L/λ.

Although it predicts the correct free energy of confinement, the scaling argument for
the deflection length is slightly misleading because it is based on a simplified collision
picture, which suggests that there is exactly one collision per deflection length and that the
probability of contact with the wall Pw decays as Pw ∼ 1/λ ∼ `−2/3, which is, however,
not correct [209, 210]. For a semiflexible polymer in two dimensions, which is confined to
a half-plane by a single wall, an exact transfer matrix treatment shows that the contact
probability Pw ∼ λ−χr is given by a characteristic exponent χr = 5/2 [211], which is larger
than one, i.e., not every correlated segment of length λ undergoes a collision with the wall.

In principle, also the Hamiltonian (8.3) can be studied starting from a differential trans-
fer matrix equation for the restricted partition sum, see Ref. [204] [similar to what we will
use in chapter 10 for attractive external potentials, cf. eq. (10.4)]. In a transfer matrix
treatment, we expect a discrete set of eigenstates of the corresponding stationary transfer
matrix equation for exponentially decaying solutions Z ∼ exp(−EnL/T ) with a correspond-
ing energy eigenvalue En. Then the free energy of confinement is given by the ground state
∆Fw = E0L and the deflection length λ is given by the correlation length, i.e., by the
difference λ = T/(E1 − E0). We expect the value of the ground state to show the same
parameter dependence as higher levels, E0 = constE1, which confirms the scaling relation
∆Fw ∼ T/λ.

The transfer matrix approach and the above scaling arguments also suggest that gradient-
correlations for the Hamiltonian (8.3) in the two-dimensional xy-plane fulfill a scaling rela-
tion

C2D(x, x′) ≡ 〈(∂xy(x)− ∂xy(x′))2〉 =
λ

Lp
C

( |x− x′|
λ

)
(8.5)

in the limit of large L À λ. The scaling function C(x) has to approach C(x) ≈ 2x in the
limit of small x corresponding to the limit of a free semiflexible polymer in two dimensions
where 〈(∂xy(x)−∂y(x′))2〉 = 2|x−x′|/Lp. For large x, we must have C(x) ≈ 2cms, where the
constant cms gives the thermal mean-square fluctuations 〈(∂xy(x))2〉 = cmsλ/Lp of tangents.
The scaling (8.5) also gives rise to a corresponding relation for the two-dimensional tangent
correlations

T2D(s, s′) ≡ 〈cos(θ(s)− θ(s′))〉 ≈ 1− 1
2
C2D(s, s′) (8.6)

1 Note that this definition differs by a factor of 2 from the definition used in Ref. [208], where we used
κ/T as persistence length, cf. eq. (7.1).
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where θ(s) is the angle between the two-dimensional projection of the tangent vector t(s)
into the xy-plane and the x-direction, θ(s) ≈ ∂xy(s).

In order to further quantify the scaling function we use the concept of undulation forces
introduced by Helfrich [152, 153, 200], which is equivalent to assuming that the confining
channel potential V`(y) can be approximated by a parabolic confining potential Vp(y) ≈
1
2Ky

2. For the resulting quadratic Hamiltonian, we can calculate the gradient correlations in
(8.5) analytically in Fourier space. In the limit of large L with periodic boundary conditions,
we find C2D(x, x′) = Cp(x− x′) with

Cp(x) =
∫ ∞

−∞

dq

2π
q2T

κq4 +K
2(1− cos(qx))

=
√

2
λp

Lp

[
cos

(π
4

)
− cos

(
π

4
+
|x|
λp

)
exp

(
−|x|
λp

)]
(8.7)

and
λp ≡

√
2

( κ
K

)1/4
. (8.8)

Thus, for a parabolic confining potential C2D(x, x′) obeys the above scaling form (8.5) with
a scaling function

C(x) = Cp(x) ≡
√

2
[
cos (π/4)− cos (π/4 + x) e−x

]
= 1− (cosx− sinx)e−x (8.9)

and λ = λp. The mean-square fluctuations are 〈(∂xy(x))2〉 = λp/2Lp, i.e., cms = 1/2.
The scaling function has a characteristic shape with a pronounced first local minimum

at x = π/2 and further local extrema at x = π/2 + nπ with n > 1. The first minimum
corresponds to a minimum in the tangent correlation function 〈cos(θ(s) − θ(s′))〉 = 1 −
1
2Cp((s − s′)/λp) for segment distances comparable to the deflection length, s − s′ = π

2λp.
This reflects the first encounter with the confining potential resulting in the re-correlation
of tangents. The minimum in the tangent correlations 〈cos(θ(s) − θ(s′))〉 for s − s′ ∼ λ is
a very robust feature, which is present also in all experimental and Monte Carlo data for
sufficiently long polymers in confining channel potentials V` with hard walls.

For the parabolic confining potential, it is also possible to systematically calculate finite
size corrections for C2D(x, x′), which become relevant whenever x or x′ are within a distance
comparable to λ of the polymer ends. In the experiments filaments are relatively short, L .
30µm, and finite size corrections due to end effects are often large if the whole polymer length
is used for a tangent correlation analysis. The experimental situation corresponds to free
filaments ends, i.e., boundary conditions ∂2

xy(0) = ∂2
xy(L) = 0 and ∂3

xy(0) = ∂3
xy(L) = 0 for

the HamiltonianH[y(x)] =
∫ L
0 dx[κ

2

(
∂2

xy
)2+Vp(y)]. The normal modes for this Hamiltonian

with free boundary conditions are given by the set of functions [212]

ql(x) ≡
√

2
L

cosh (klL/2) cos (kl(x−L/2)) + cos (klL/2) cosh (kl(x−L/2))
(cos2 (klL/2) + cosh2 (klL/2))1/2

for l > 0 odd

ql(x) ≡
√

2
L

sinh (klL/2) sin (kl(x−L/2)) + sin (klL/2) sinh (kl(x−L/2))
(sin2 (klL/2) + sinh2 (klL/2))1/2

for l > 0 even

(8.10)
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Figure 8.3: Collapse of the MC data for a two-dimensional worm-like chain in the confining
channel potential V`(y). The rescaled tangent correlation function `−2/3L

2/3
p (1−〈cos(θ(s)−

θ(s′))〉) is plotted as a function of the rescaled arc length difference `−2/3L
−1/3
p (s− s′). The

plot contains MC data for long filaments with contour length Lc = 100µm and s and s′ far
away from the polymer ends. Persistence lengths are Lp = 2κ/T = 40µm and Lp = 60µm,
and channel widths ` = 2.5, 5.0, 7.5, 10.0µm. All data collapse on the red Master curve
given by the scaling function aCp(x/a)/2, cf. eq. (8.9), with a numerical constant a ' 0.59.

where wave vectors kl are determined by tanh (klL/2) = (+/−) tan (klL/2) for l even/odd
(the l = 0 modes are not needed in the following). The functions are orthonormal with∫ L
0 dxql(x)ql′(x) = δll′ . Using these functions to introduce appropriate decoupled normal

modes we find for the gradient correlation function the sum

C2D(x, x′) =
∑

l>0

T

κk4
l +K

[∂xql(x)∂xql(x) + ∂xql(x′)∂xql(x′)− 2∂xql(x)∂xql(x′)], (8.11)

which can be evaluated only numerically.

8.5 Monte Carlo simulations

It is tempting to assume that the same scaling function (8.9) for a long filament in a parabolic
confining potential can also be used to describe tangent correlations in the presence of the
original confining channel potential V`(y). For this type of potential analytic calculations
are not possible, therefore, we performed MC simulations to check this hypothesis.

The MC simulations were performed using the worm-like chain Hamiltonian (8.1) with
a rectangular channel potential with `z ¿ ` such that the fluctuations are quasi-two-
dimensional. The filament was discretized into 100 segments in the simulation. Parameters
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Figure 8.4: MC data for a two-dimensional worm-like chain of length Lc = 30µm and
persistence length Lp = 40µm in a confining channel potential V`(y) with widths ` =
2.5, µm ( ¦ ) and ` = 5.0, µm (+). The tangent correlation function 〈cos(θ((Lc − s)/2) −
θ((Lc + s)/2))〉 is plotted as a function of the segment distance s. Blue lines are plots of
1 − 1

2C2D((L − s)/2), (L + s)/2) according to eq. (8.11) with L = 32.5µm for ` = 2.5, µm
and L = 35.0µm for ` = 5.0, µm. The dashed red lines are plots of 1− 1

2Cp(s) according to
eq. (8.7) for an infinitely long polymer.

were chosen comparable to the experiments in [208], i.e., a channel height of `z = 1.4µm
as in the experiment and channel widths up to ` = 10.0µm. We simulated filaments with
Lp = 2κ/T = 40µm comparable to F-actin and Lp = 60µm.

The MC results for the tangent correlation function 1−T2D(s, s′) = 1−〈cos(θ(s)−θ(s′))〉
for a long filament with L = 100µm with s and s′ far away form the polymer ends are shown
in Fig. 8.3. The rescaled values `−2/3L

2/3
p (1 − T2D(s, s′)) as a function of the rescaled arc

length difference `−2/3L
−1/3
p (s−s′) collapse onto a master curve given by the scaling function

aCp(x/a)/2 for a parabolic confining potential, cf. eq. (8.9), with a numerical constant a '
0.59. This shows that the scaling function (8.9) for a parabolic confining potential Vp(y)
indeed agrees well with the scaling function for the rectangular channel with the hard wall
potential V`(y). This is a remarkable finding because the undulation force concept is an ad
hoc approximation. From the data collapse we find the result

λ ' 0.59`2/3L1/3
p (8.12)

for the deflection length.
Next we consider finite size effects from the polymer ends. The MC results for the

correlation function T2D((Lc − s)/2, (Lc + s)/2) = 〈cos(θ((Lc − s)/2) − θ((Lc + s)/2))〉
between two segments a distance 0 < s < Lc apart are shown in Fig. 8.4 for a polymer
length Lc = 30µm and a persistence length Lp = 40µm. The finite size effects are substantial
as comparison with the result 1− 1

2Cp(s) for an infinitely long polymer shows. The results
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can be fitted well using the formula (8.11) for a parabolic confining potential Vp(y) if the
polymer length L in (8.11) is chosen somewhat larger than the actual contour length. This
effect is due to an increased mobility of free ends in the parabolic potential as compared to
a channel with hard walls.

8.6 Data analysis and simulation

Our MC simulation results show that we can analyze experimental data for the tangent
correlation function in a rectangular confining channel using the formulae (8.7) or (8.11)
obtained via the undulation force approximation, i.e., for a parabolic confining potential.
These formulae can be used to determine the persistence and deflection length of the fila-
ments from the fluorescence microscopy images.

In the experiment the tangent correlations have to be extracted by image analysis from
the fluorescence microscopy images. The image analysis techniques are similar to what has
been used in Ref. [132]. The greyscale images are first transformed into a black-and-white
image of a filament by applying a threshold criterion. The resulting image of a filament
has a typical thickness of 1µm corresponding to the size of about 16 pixels. These images
are reduced to a one-pixel skeleton by a contraction algorithm as it is described in Ref.
[132]. The resulting one-pixel line is interpolated by a natural cubic spline and, finally,
tangent vectors are reconstructed by constructing points with equal spacing of ∼ 0.3µm
corresponding to the size of 5 pixels along the spline.

In order to improve the statistics it is advantageous to spatially average the tangent cor-
relation along the polymer contour, i.e., to measure 〈cos(θ(s))〉 ≡ 1

Lc−s

∫ Lc−s
0 ds0〈cos(θ(s0 +

s)− θ(s0))〉. For a long polymer, end effects can be neglected and the formula (8.7) should
describe the data, 〈cos(θ(s))〉 = 1 − 1

2Cp(s). The corresponding fit to the experimental
data for three different channel widths is shown in Fig. 8.5 a,b,c (dashed lines), where we
used a fixed persistence length Lp = 2κ/T = 38µm and the deflection length λ as only fit
parameter in (8.7).

These fits show deviations, which have three main reasons: (i) Finite size effects from the
polymer ends, (ii) an effective averaging over small distances stemming from the contrac-
tion algorithm in the image analysis, and (iii) a pronounced decorrelation of neighboring
segments due to the discretization of the filament contour image into pixels. All three
corrections have to be taken into account in the data analysis.

(i) Finite size effects can be avoided by excluding the polymer ends from the spatial
averaging of the tangent correlations. We excluded a length of 5µm (comparable to λ)
at each polymer end from the spatial averaging. Alternatively, the formula (8.11) which
includes such end effects explicitly can be used to fit the data.

(ii) In the experimental images filaments have an effective thickness Df of typically
Df ∼ 1µm from thermal fluctuations during exposure time and from the intensity profile
of fluorescent labels. In the subsequent image analysis the contraction algorithm then gives
rise to a local averaging of data over arc length distances ∆s ∼ Df comparable to the
filament thickness. This correction becomes particularly important for narrow channels
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Figure 8.5: (a,b,c): Fits of the experimental data ( ¦ ) for the averaged tangent correlation
〈cos(θ(s))〉 as a function of the segment distance s for filaments of length L ' 30µm and
channel widths ` ' 2, 4, 6µm. The dashed lines are fits using eq. (8.7) for a long polymer,
i.e., 〈cos(θ(l))〉 = 1 − 1

2Cp(l) with Lp ' 38µm and λ as the only fit parameter without
further corrections, which gives λ ' 1.84, 4.14, 4.55µm. The blue lines are fits using the
procedure outlined in the text (with Df = 0.5µm) and give Lp ' 37.73, 31.40, 30.18µm
and λ ' 2.71, 4.35, 4.56µm for ` ' 1.5, 4.2, 5.8µm, respectively. (d): Double-logarithmic
plot of the deflection lengths λ/L1/3

p resulting from the fits including corrections (blue lines)
as a function of the channel width `. The solid line represents the result (8.12) from MC
simulations.

with ` only slightly large than Df . The effective local averaging by the skeleton algorithm
gives rise to increased correlations between tangents at large distances.

This effect can be taken into account in formula (8.7) or (8.11) by modifying the cor-
relation function of Fourier or normal modes, G(q) = Tq2/(κq4 +K), which appears both
in (8.7) and (8.11) to GD(q) ≡ G(q)e−q2D2

f . This includes a convolution with a Gaussian
of width ∼ Df , which approximates the averaging effect. For the data analysis we used a
value Df = 0.5µm, which should be similar to the experimental value.

(iii) The discretization and thresholding of the filament contour in the pixelized black-
and-white image leads to an effective decorrelation of neighboring segments. Polymer con-
tours parallel to the pixel grid tend to become rotated to a 45◦ angle by discretization and
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Figure 8.6: Comparison of experimental (+) and MC simulated ( ¦ ) data for the averaged
tangent correlation 〈cos(θ(s))〉 as a function of the segment distance s for filaments of length
L ' 30µm, persistence length Lp ' 38µm, and a channel width ` ' 1.5µm (cf. Fig. 8.5 a).
The lower blue points represent data after thresholding before contour reconstruction, the
upper black and green points data after contour reconstruction, and the red points represent
the original MC data before simulating the imaging process.

thresholding. This mechanism for deviations is effective only for points a few pixels apart,
i.e., on length scales comparable to the pixel size. This effect is hard to quantify in (8.7) or
(8.11), therefore we simply exclude the first two data points from the analysis.

Including the corrections (i)–(iii) into the fitting procedure based on eq. (8.7), the fits
to the experimental data can be improved as demonstrated in Fig. 8.5 a,b,c (blue lines).
For these fits we also used the persistence length as additional fit parameter. Persistence
lengths can indeed vary as different actin filaments are used in the experiment. The results
for the persistence lengths are in the range 30− 40µm in agreement with other experiments
[132]. The fitting results for the deflection length and the persistence length are shown
in Fig. 8.5 d, together with the result (8.12) from the MC simulations. The agreement is
remarkable for narrow channels with ` ' 1.5µm, whereas deflection lengths for the wider
channels are somewhat smaller. Wider channels are harder to sample, therefore the statistics
of experimental data is worse for these channels (in Fig. 8.5 a,b,c we represent data from
around 200 experimental images for each channel width).

In order to achieve a more detailed comparison between simulation and experiment, we
MC simulated the experimental data acquisition by introducing a pixel grid with the same
pixel size as in the experiment and generating “microscopy images” by illuminating each
pixel that is touched by the polymer contour. Then we also introduce a finite exposure time
and a finite filament thickness to obtain simulated image data. We applied the same image
analysis steps described above also to the simulated data to reconstruct the filament contour.
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As opposed to the experiment, we have both the filament contour reconstructed from the
image data and the original filament contour available in the MC simulation. Fig. 8.6 shows
both the experimental data and the MC simulated data for the spatially averaged tangent
correlations of the thresholded contour before reconstruction, the reconstructed contour,
and the simulation data for the tangent correlations of the original filament contour for
narrow channels with ` ' 1.5µm. The MC simulated data and the experimental data agree
remarkably well.

This allows us to check that the above points (i)–(iii) are indeed the main sources of
deviations by systematically changing exposure time and filament thickness in the data
simulation. It can be verified that for small exposure time and small filament thickness
(Df ≈ 0) the MC data for the original contour is recovered except for the decorrelation of
neighboring tangents. We also observe that this decorrelation effect is even more pronounced
before reconstructing the contour, which suggests that it is due to the initial discretization
procedure when the image is acquired.

8.7 Conclusion

In conclusion we have demonstrated that the concept of undulation forces as originally
introduced by Helfrich [152, 153] can be successfully applied to the tangent correlation
functions of a semiflexible polymer confined to a rectangular microchannel. The concept
allows for a description not only of the mean-square fluctuations of tangents but also of the
full shape of the tangent correlation function as it is given by eq. (8.7) for long polymers
and (8.11) in the presence of finite size effects from free polymer ends. MC simulations show
that the deflection length is given by (8.12). These theoretical results are used to obtain
the persistence and deflection length from experimental fluorescence microscopy images of
fluctuating actin filaments confined to microchannels of different widths. The results for the
persistence and deflection length as well as the direct MC simulation of the experimental
data show good agreement between experiment and simulation for narrow channels. The
techniques introduced in this chapter can be useful to analyze fluctuations of individual
confined filaments also in less well-defined environments, such as in entangled solutions
[134] or the living cell. This is achieved by including corrections for finite size effects and
image analysis effects into the theoretical result for the tangent correlation function.



Chapter 9

Stretching of Semiflexible
Polymers with Elastic Bonds

A semiflexible harmonic chain model with extensible bonds is introduced and applied to the
stretching of semiflexible polymers or filaments. The semiflexible harmonic chain model allows to
study effects from bending rigidity, bond extension, discrete chain structure, and finite length of
a semiflexible polymer in a unified manner. The interplay between bond extension and external
force can be described by an effective inextensible chain with increased stretching force, which
leads to apparently reduced persistence lengths in force–extension relations. We obtain force–
extension relations for strong and weak stretching regimes which include the effects of extensible
bonds, discrete chain structure, and finite polymer length. We discuss the associated characteristic
force scales and calculate the crossover behavior of the force–extension curves. Strong stretching
is governed by the discrete chain structure and the bond extensibility. The linear response for
weak stretching depends on the relative size of the contour length and the persistence length
which affects the behavior of very rigid filaments such as F–actin.

9.1 Introduction

The Kratky-Porod or worm-like chain [139, 213, 214, 215, 216] describes inextensible poly-
mers with positional fluctuations that are not purely entropic but governed by their bend-
ing energy and characterized by their bending modulus κ or the persistence length. The
worm-like chain model has been successfully applied to stretching experiments on the single-
molecule level in order to interpret force–extension relations for single polymer chains. Ex-
perimental progress in manipulating single polymeric molecules has been rapid over the past
decade and stretching experiments have become possible for a number of bio- and synthetic
polymers such as DNA [145, 217], polysaccharides [218], polyelectrolytes [219], proteins like
titin [218, 220] and actin filaments [221]. In all of these experiments the force–extension
relation obtained by Marko and Siggia in [146] for a worm-like chain has been used to in-
terpret the results. The main characteristic of this relation for an inextensible worm-like
chain of contour length L is an end-to-end extension Lf in the direction of the stretching
force f that is saturating as 1− Lf/L ∝ 1/

√
f for large stretching forces f = |f | [146].

99
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One assumption underlying the original worm-like chain model is the inextensibility
of the polymer chain. This assumption is clearly violated in the limit of a large tensile
force when the elasticity of molecular bonds is probed as it is also seen in experiments on
DNA [222], polyelectrolytes [219] and F–actin [221] where Lf exceeds L and a linear force–
extension relation Lf/L − 1 ∝ f is seen at larger forces as compared to the characteristic
f−1/2-saturation of the inextensible worm-like chain. In Refs. [214, 223, 224, 225] the exten-
sibility of the polymer has been accounted for by correcting the overall relative extension
Lf/L by an additional term f/k where k is the stretching modulus of the polymer. In
Ref. [226] microscopic degrees of freedom for stretchable bond lengths have been included
into a worm-like chain model to allow for a systematic statistical mechanics treatment of
the finite extensibility.

In this chapter, we introduce a description of extensible semiflexible polymers by a
semiflexible harmonic chain (SHC) model which incorporates elastic bonds with non-zero
equilibrium bond length as microscopic degrees of freedom into a discrete version of the
worm-like chain. The SHC model allows us to study effects of bending rigidity, bond
extension, discrete chain structure, and finite length of a semiflexible polymer on the force–
extension behavior in a unified manner. In calculating the work done by the stretching force
we take into account the thermal fluctuations of the variable bond length. The resulting
force–extension relations for the SHC can be calculated for large tensile forces by expanding
around the stretched configuration, for small forces by an expansion in powers of f . We
find that the coupling between external force and bond extension gives rise to an effectively
increased stretching force. If experimental force–extension curves are analyzed using the
standard model of an inextensible worm-like chain this leads to an apparently reduced per-
sistence length. The corrections calculated within this chapter for the SHC model can be
used to extract the actual rather than the apparent bending rigidity or persistence length
from experimental force–extension curves. At very large stretching forces the correlation
length is decreased below the bond length and we find a different force–extension rela-
tion with a f−1-saturation as for a freely jointed chain due to the discrete chain structure
[227]. Furthermore, we calculate finite size corrections at small forces which are relevant
for experiments on biopolymers such as F–actin [221] with contour length comparable to
the persistence length. Effects from the extensibility, corrections due to the discrete chain
structure, and finite size corrections can all be included in interpolation formulae for the
force–extension curves of the SHC that are accurate within 10% [183].

9.2 The semiflexible harmonic chain model

A semiflexible polymer or filament can be modeled by a discrete chain of N bonds of length
b0 with directions described by unit tangent vectors t(n) with |t(n)| = 1 (n = 1, . . . , N),
see Figure 9.1. The contour length of the polymer is L = Nb0. The bonds can represent
either actual chemical bonds in a polymer or larger segments of a filament, for example
a helical repeat unit in F–actin. The bonds or segments can be tilted against each other
and eventually stretched. The bond vectors connect N + 1 “particles” at positions r(i) =
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b(n)

f
t(n+1)

t(n) θ(n,n+1)

Figure 9.1: The semiflexible harmonic chain (SHC) model. t(n) are bond directions with
|t(n)| = 1, b(n) the bond lengths, and f the external force applied to one end of the polymer.
The other end is fixed.

r(0)+
∑i

n=1 b0t(n) (i = 0, . . . , N), where r(0) is the position of the particle at the fixed end
of the polymer. In the following, we will discuss the general case of d spatial dimensions.
Experimentally relevant are the cases d = 2 corresponding to semiflexible polymers which
adhere to a substrate [228] or are confined in a slab-like geometry, and d = 3.

Discrete model

In order to describe an extensible semiflexible chain we introduce harmonic bonds of variable
length b(n) with a stretching energy Es =

∑N
n=1

1
2k(n)b20ε

2(n), where each bond has the
equilibrium length b0 and ε(n) ≡ (b(n)−b0)/b0 are the relative bond extensions. The bonds
act as harmonic elastic springs characterized by bond stretching moduli k(n), which we can
allow to depend on the bond index n to model spatial heterogeneity.

For an extensible chain the work done by the external force f applied to one end r(N) of
the chain with the other end r(0) fixed is Ef = −f ·(r(N)−r(0)) = −∑N

n=1 b0(1+ε(n))f ·t(n).
In a semiflexible chain the tilting of neighboring bonds costs a bending energy [213, 215, 216]
Eb =

∑N−1
n=1 (κ/2b0) (t(n+ 1))− t(n))2, which only depends on the angles θ(n, n + 1) =

arccos(t(n) · t(n + 1)) enclosed by unit tangent vectors, see Figure 9.1, and one material
parameter, the bending rigidity κ. The bending potential is periodic in the tilt angles
θ(n, n+ 1) and quadratic for small tilt angles.

The sum of bending and stretching energies together with the work of the external force
gives the Hamiltonian for the discrete semiflexible harmonic chain (SHC)

H[t(n), ε(n)] =
N−1∑

n=1

κ

2b0
(t(n+ 1))− t(n))2 +

N∑

n=1

(
k(n)b20

2
ε2(n)− b0(1 + ε(n))f · t(n)

)
.

(9.1)
Note that in the absence of a stretching force f = 0 there is no direct coupling between the
bond directions t(n) and the relative bond extensions ε(n).
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In the SHC model we use harmonic bonds as we assume that stretching forces or thermal
fluctuations are not sufficient to probe the regime of anharmonic bond stretching potentials
[226]. We expect the characteristic force scales needed to probe such anharmonicities to be
comparable to forces that induce structural transitions (such as overstretching of DNA) or
even rupture of the semiflexible polymer.

In order to study force–extension behavior, discrete models of semiflexible polymers
have also been used in Refs. [227] or [229], and bond extension has been taken into account
in Refs. [223] and [226]. The SHC model (9.1) includes a discrete chain structure of finite
length with bending energy and extensible bonds within a single model.

In single-molecule stretching experiments two kinds of boundary conditions can be re-
alized. We can consider clamped ends with fixed tangents t(1) and t(N) as in [230] or
free ends where t(1) and t(N) can fluctuate. In the partition function of the discrete SHC
(9.1) we sum over all tangent configurations t(n) according to the boundary conditions of
clamped or free ends and subject to the local constraint |t(n)| = 1 and also over all pos-
sible bond lengths b(n) or relative bond extensions ε(n). In contrast to [230], we focus on
single-molecule stretching experiments with free ends where all bond directions fluctuate.

The integrations over bond extensions ε(n) are Gaussian and can be readily performed
to obtain an effective Hamiltonian only depending on the tangent configurations t(n)

Heff [t(n)] = −T ln

[
N∏

n=1

∫
dε(n)e−H[t(n),ε(n)]/T

]

=
N−1∑

n=1

κ

2b0
(t(n+ 1))− t(n))2 −

N∑

n=1

b0f · t(n)−
N∑

n=1

1
2k(n)

(f · t(n))2

≡ Hi[t(n)]−
N∑

n=1

1
2k(n)

(f · t(n))2 . (9.2)

The last term in (9.2) stems from the coupling of fluctuating elastic bonds to the external
force and is absent for an inextensible discrete worm-like chain with Hamiltonian Hi[t(n)]
that is obtained in the limit of large stretching moduli k(n). Inspecting the signs in (9.2)
shows that this term leads to an effectively increased stretching force.

Continuum model

In the limit of small bond lengths b0 we can switch to a continuous description using a
parameterization by arc length s = nb0 of the unstretched configuration. The continuous
version of the SHC Hamiltonian (9.1) becomes [214]

H[t(s), ε(s)] =
∫ L

0
ds

[
κ

2
(∂st)2 +

k(s)b0
2

ε2(s)− (1 + ε(s))f · t(s)
]
. (9.3)

In the inextensible limit of large stretching moduli k(s) fluctuations in the bond length
can be neglected (ε(s) = 0) and the continuous SHC Hamiltonian (9.3) reduces to the
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inextensible worm-like chain Hamiltonian [139, 213]

Hi[t(s)] =
∫ L

0
ds

[κ
2
(∂st)2 − f · t(s)

]
. (9.4)

In the absence of a stretching force f = 0 the correlation function of the tangent vectors
t(s) of the worm-like chain fall off exponentially [123, 141], 〈t(s) · t(0)〉 = 1

d exp(−s/L̃p),
thereby defining a characteristic length scale, the persistence length Lp

Lp ≡ (d− 1)L̃p ≡ 2κ/T . (9.5)

As in the discrete SHC model, the Gaussian path integral over bond extensions ε(s) can
be performed also for the continuous SHC Hamiltonian (9.3) to give the effective continuous
Hamiltonian

Heff [t(s)] = Hi[t(s)]−
∫ L

0
ds

1
2k(s)b0

(f · t(s))2 (9.6)

which is the analogon of (9.2) and has also been derived in [226].
In the following we will employ different approximate methods to obtain force–extension

relations for the effective Hamiltonians (9.2) or (9.6) describing the SHC. The extension Lf

in force direction is always found from the dependence of the free energy F (f) = −T lnZ(f)
on the force f = |f | by the thermodynamic relation

Lf ≡ 〈(r(L)− r(0)) · f
f
〉 = −∂fF (f) . (9.7)

9.3 Force scales

The SHC models as introduced above contain the following dimensionful parameters: the
mean bond length b0 which represents the basic length scale; the contour length of the
SHC L = Nb0; the bond stretching modulus k(n) = k which we will take to be position
independent in this subsection and which has the dimension of energy divided by length
squared; the bending rigidity κ which has the dimension energy times length; and the
temperature T which has the dimension of energy (in the units used here). These parameters
define four different force scales

fcr ≡ T 2/κ , fL ≡ κ/L2 , fκ ≡ 4κ/b20 , and fk ≡ kb0, (9.8)

that govern the stretching of the SHC.

Crossover force scale fcr

First we consider the limiting case of an inextensible chain (f ¿ fk) and further consider
the continuum limit of small segment sizes b0 (f ¿ fκ) corresponding to the simplest model
(9.4) describing an inextensible worm-like chain. In the thermodynamic limit of an infinite
chain (fL = 0) we are left with only two parameters, namely T and κ, which define a single
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f f
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Figure 9.2: Left: Weak stretching of a semiflexible polymer for f < fcr or ξf > Lp. Right:
Strong stretching for f > fcr or ξf > Lp.

force scale, fcr ≡ T 2/κ = 2T/Lp = 4κ/L2
p. To elucidate the significance of fcr as a crossover

force scale from weak to strong stretching we introduce a “blob” picture of the stretched
inextensible worm-like chain.

To introduce the characteristic size of a blob we consider an initially straight segment of
length `. Bending the segment to an angle ∆θ costs an energy ∆Eb ' κ∆θ2/`. Additionally,
work ∆Ef ' f`∆θ2 has to be performed to bend the segment against the external force f .
Balancing both energies sets a blob length ` = ξf with

ξf '
√
κ/f ' Lp

√
fcr/f . (9.9)

On small scales ` < ξf inside each blob, we find an essentially unstretched (f = 0), thermally
fluctuating inextensible SHC. On larger scales ` > ξf , the blobs form an effective freely
jointed chain of blobs with effective bonds length bb and stretched by the external force f ,
see Figure 9.2.

The blob size bb is given by the mean end-to-end distance calculated with respect to the
continuum worm-like chain Hamiltonian (9.4) in the absence of an external force f = 0:

bb = ξfL1/2
b

(
L̃p/ξf

)
≈

{
(2ξf L̃p)1/2, for ξf À L̃p

ξf , for ξf ¿ L̃p
(9.10)

with a scaling function Lb(x) ≡ 2x
(
1− x+ xe−1/x

)
.

The blobs form an effective freely jointed chain under tension by the external force f
containing L/ξf blobs of size bb. The force–extension relation of a freely jointed chain is
well-known [231], and we expect a force–extension relation that is of the form

Lf

Nbbb
= Fd

(
fbb
T

)
, (9.11)

where Fd(x) is a scaling function that depends only on the dimensionality d and is similar
to the corresponding scaling functions FFJC

d (x) for a freely jointed chain. The effective
freely jointed chain shows a characteristic crossover from weak to strong stretching at forces
f ' T/bb.
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The result (9.11), together with the relation (9.10) for the effective bond length, gives
the scaling form for the force–extension relation of an inextensible SHC:

Lf

L
=
bb
ξf
Fd

(
fbb
T

)
= Gd

(
f

fcr

)
, (9.12)

where Gd(x2) = L1/2
b (x/(d−1))Fd

[
2xL1/2

b (x/(d− 1))
]
. The scaling form (9.12) is governed

by the force-dependent ratios Lp/ξf ' (f/fcr)1/2, see (9.10), and fξf/T ' (f/fcr)1/2. Thus
fcr is crossover force scale between weak and strong stretching of the inextensible SHC. For
f ' fcr, the blob size bb ' ξf ' Lp matches both the persistence length Lp and the crossover
length ξf . The force scale fcr itself then matches fcr ' T/ξf ' T/bb, and the effective freely
jointed chain of blobs undergoes a crossover from weak to strong stretching.

For strong stretching forces f À fcr with ξf ¿ Lp rigid polymer segments of blob length
bb ' ξf form an effective freely jointed chain that is strongly aligned by the stretching force
f , see Figure 9.2. Using the asymptotic behavior Fd(x) ≈ 1 − (d − 1)x/2 and Lb(x) ≈ 1
for large x, we find the well-known result 1 − Lf/L '

√
fcr/f for a worm-like chain close

to full stretching [146]. For weak stretching forces f ¿ fcr with ξf À Lp, on the other
hand, the blob length ξf exceeds the persistence length Lp such that the chain starts to
become flexible within each blob. Furthermore, the freely jointed chain of blobs is only
weakly aligned, see Figure 9.2. Using Fd(x) ' x and Lb(x) ' x for small x we obtain linear
response behavior Lf/L ' f/fcr as expected at low tensile forces.

The force scale fcr is solely determined by the rigidity of the semiflexible polymer. For
a rather stiff filament such as F–actin with a persistence length of L̃p ' 10µm [132] or
Lp ' 20µm the crossover force fcr = T 2/κ = 2T/Lp between weak and strong stretching is
estimated as fcr = 2T/Lp ∼ 4×10−4pN. Such small forces are not experimentally accessible
as optical traps or tweezers can be used in order to study forces in the regime of 1pN and
magnetic tweezers down to 0.01pN. For less rigid semiflexible biopolymers such as DNA
with Lp ' 100nm [135] one finds fcr = 2T/Lp ∼ 8× 10−2pN and the force regime of weak
stretching is accessible by magnetic tweezers [145].

Discrete chains and force scale fκ

The discrete chain structure of the SHC model (9.2) with a bond length b0 introduces the
force scale fκ ≡ 4κ/b20. Effects from the segment size b0 can be neglected for small forces
f ¿ fκ or ξf À b0 where we can use the continuous model (9.6). For large forces f À fκ

the crossover length ξf becomes smaller than the size b0 of individual segments of the SHC,
and the discrete structure of the SHC becomes relevant. Within the blob scaling picture,
the blob length ξf has to be replaced then by the segment length b0 in the scaling result
(9.12) for the force–extension relation.

The force scale fκ is related to the force scale fcr by

fκ/fcr = (Lp/b0)2 À 1 (9.13)

as we will focus on semiflexible polymers, for which the persistence length Lp is large
compared to the bond length b0. Thus, fκ is always within the strong stretching regime.
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Lp À b0 is generally fulfilled for semiflexible biopolymers such as DNA or actin but might
be violated for synthetic polyelectrolytes at sufficiently high salt concentration [219]. For
typical semiflexible filaments such as F–actin we find fκ/fcr = (Lp/b0)2 ∼ 4 × 106 with
Lp ' 20µm [132] and a segment size b0 ' 10nm [232] that we estimate by the the size of
a G–actin monomer. This gives rise to large values fκ ∼ 1.6nN. For DNA at high salt
concentrations one finds values fκ/fcr = (Lp/b0)2 ∼ 105 with Lp ' 100nm [135] and a
segment size b0 ' 0.34nm set by the distance between base pairs. Accordingly we find an
even higher value fκ ∼ 7nN.

Finite chains and force scale fL

The contour length L of the semiflexible polymer introduces another force fL ≡ κ/L2. So
far we have considered the thermodynamic limit of a long chain such that f À fL or ξf ¿ L
and we can neglect finite size effects. If L < ξf , corresponding to small forces f < fL, we
expect finite size effects and a crossover in the force–extension relation. Within the blob
picture these finite size effects can be taken into account by replacing ξf by L in the scaling
result (9.12) for the force–extension relation.

The force scale fL is related to the crossover force scale fcr by fL/fcr = Lp/2L. For
L > Lp/2 or fL < fcr finite size effects will occur only in the weak stretching regime for
f < fL < fcr whereas for semiflexible polymers with a short contour length, L < Lp/2 or
fL > fcr, e.g. typical actin filaments, finite size effects will also affect the strong stretching
regime within the force window fcr < f < fL.

The force scale fL is related to the force scale fκ by

fL/fκ = (b0/4L)2 À 1 (9.14)

as the contour length L is always large compared to the segment size b0.

Extensibility and force scale fk

In the SHC model (9.2) we also allow for extensible segments or bonds with stretching
modulus k which introduces the force scale fk ≡ kb0. Individual bonds of the discrete SHC
can be considered inextensible for small forces f ¿ fk. By definition this force scale also
depends on the segment size b0 which is a consequence of the fact that the introduction of
extensible bonds requires a discrete chain structure. Within the model (9.2), this force scale
is independent of the other scales since we can choose an arbitrary value of k. However,
we can consider the SHC as a “discretized elastic rod” consisting of circular segments of
length b0 and radius a. For such a model we find kb0 ' Ea2, i.e., the force scale fk is
determined by the Young’s modulus modulus of the material and the radius a of the rod
and thus independent of b0. This implies that k ∝ b−1

0 depends on the segment size, and
the force scale fk does not necessarily vanish in the continuum limit of small b0.

If we consider the SHC as a discretized elastic rod, also the bending rigidity κ and the
stretching modulus k are no longer independent but related by elasticity theory according
to kb0/κ ' 1/a2, and thus fk/fκ ' (b0/a)2. This suggests that for long elongated segments
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with b0 À a we have fk À fκ whereas disc-like segments with b0 ¿ a lead to fk ¿ fκ.
Experimental values for the force scale fk have been obtained for F–actin in Ref. [221] where
fk ∼ 35nN is found such that fk À fκ.

Using the discretized elastic rod model we also find

fk/fcr ' (Lp/a)2 À 1 and fk/fL ' (L/a)2 À 1 (9.15)

(which holds regardless of the value of b0 within the discretized elastic rod model) as we
can assume Lp À a and LÀ a in general, which is well fulfilled for F–actin with a ' 4nm
or DNA with a ' 0.8nm. Therefore, fk represents a force scale that lies always within the
strong stretching regime. Also, the relative extension of the SHC is insensitive to finite size
effects.

9.4 Strong stretching

For large stretching forces f À fcr, the tangent vectors t deviate only little from the
direction set by the force. Therefore we choose the x-direction such that f = fex and
decompose tangent vectors according to t = (tx, t⊥) into one component tx parallel to the
force and a d⊥ = (d − 1)-dimensional vector t⊥ describing the perpendicular deviations
[146]. The local constraint |t(n| = 1 eliminates tx(n) as a degree of freedom by using
tx = (1− t2

⊥)1/2. For strong stretching 〈t2⊥〉 ¿ 1 is small, and we can expand the effective
Hamiltonian (9.2) of the weakly bent SHC up to second order terms in t⊥:

Heff [t⊥(n)] =
N−1∑

n=1

κ

2b0
(t⊥(n)− t⊥(n+ 1))2 (9.16)

+
N∑

n=1

fb0
2

(
1 +

f

k(n)b0

)
t2
⊥(n)−Nfb0 −

N∑

n=1

f2

2k(n)
.

−Nfb0 is the potential energy of the fully stretched chain and the last term in (9.16)
represents the overall elastic energy of the bonds [223].

However, we find further effects from extensional fluctuations of elastic bonds that couple
both to the external force and the bond directions. Comparing the second term in (9.16)
with the corresponding term in the expansion for the Hamiltonian (9.4) of the inextensible
worm-like chain we read off that corrections due to the coupling of elastic bonds with the
external force term lead to an effectively increased force [226]

feff(n) = f

(
1 +

f

k(n)b0

)
= f

(
1 +

f

fk

)
, (9.17)

where the last equality holds for homogeneous bonds k(n) = k.
The partition sum of the effective Hamiltonian (9.16) for free ends is obtained by per-

forming the path integral over the remaining degrees of freedom t⊥(n) [233]

Z(f) =
N∏

n=1

∫
dt⊥(n)e−Heff [t⊥(n)]/T . (9.18)
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For the case of homogeneous bonds k(n) = k, this path integral can be directly evaluated.
We first perform the path integral for boundary conditions of clamped ends, i.e., with fixed
t⊥(1) and t⊥(N) before we integrate in the end over t⊥(1) and t⊥(N) to obtain the result for
free ends. In order to perform the path integral for clamped ends we consider the “classical
path” t0

⊥(n) that minimizes the Hamiltonian (9.16) for boundary conditions t0
⊥(1) = t⊥(1)

and t0
⊥(N) = t⊥(N) and integrate over fluctuations δt⊥(n) = t⊥(n) − t0

⊥(n), which then
fulfill boundary conditions δt⊥(1) = δt⊥(N) = 0. As the Hamiltonian (9.16) is quadratic,
contributions from the classical path t0

⊥(n) and fluctuations δt⊥(n) separate exactly, and
the partition function factorizes into Z(f) = Z0(f)Zδ(f)eLf/T+Lf2/2Tfk ,

Z0(f) ≡
∏

n=1,N

∫
dt⊥(n)e−H̃eff [t0⊥(n)]/T , Zδ(f) ≡

N−1∏

n=2

∫
dδt⊥(n)e−H̃eff [δt⊥(n)]/T , (9.19)

where we split off the last two terms of (9.16) and used H̃eff [t⊥(n)] ≡ Heff [t⊥(n)] + Lf +
Lf2/2fk.

The path integral in the fluctuation contribution Zδ(f) can be calculated by using
Fourier modes. For the corresponding contribution Fδ(f) = −T lnZδ(f) to the free energy
we find

1
L

[Fδ(f)− Fδ(0)] ≈ d⊥T
∫ π/b0

0

dq

2π
ln

(
1− cos(qb0) + feffb

2
0/2κ

1− cos(qb0)

)

=
d⊥T
b0

arcsinh

[(
feff

fκ

)1/2
]
, (9.20)

where we approximated the discrete sum over Fourier modes by an integral as N À 1.
To calculate the classical path we can use the continuum approximation x = nb0 for

small b0 and find that t0
⊥(x) fulfills the equation ∂2

xt
0
⊥ = ξ−2

f t0
⊥ with the crossover length

ξf ≡
√
κ/feff set by the stretching force, cf. (9.9). In the limit L À ξf or f À fL the

classic solution is approximately t0
⊥(x) ≈ t⊥(1)e−x/ξf + t⊥(N)e−(L−x)/ξf , and approaches

the straight, force-aligned configuration t0
⊥(x) = 0 over the characteristic distance ξf away

from the ends. In the opposite limit L¿ ξf or f ¿ fL, the classic solution is approximately
linear t0

⊥(x) ≈ t⊥(1) + x
L∆t⊥, where ∆t⊥ ≡ t⊥(N) − t⊥(1). In both cases the resulting

energy tildeHeff [t0
⊥(n)] is quadratic in t⊥(1) and t⊥(N), and performing the remaining

Gaussian integrals in the expression for Z0(f), we finally obtain identical results

1
L
F0(f) =

d⊥T
2L

ln
[
4π2 feff

fcr

]
(9.21)

for the corresponding free energy contribution F0(f) = −T lnZ0(f) in both cases. Together
with (9.20), this gives the free energy at strong stretching

1
L

[F (f)− F (0)] = −f − f2

2fk
+
d⊥
2

(fcrfκ)1/2 arcsinh

[(
feff

fκ

)1/2
]

+
d⊥
2

(fcrfL)1/2 ln
[
feff

fcr

]
, (9.22)
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where we used 2T/b0 = (fcrfκ)1/2 and T/L = (fcrfL)1/2. Effects from the extensibility
enter this result through the force scale fk which also occurs in the expression (9.17) for the
effective stretching force feff ; effects from the discrete chain structure and the finite chain
length enter through the force scales fκ and fL, respectively.

Using the thermodynamic relation (9.7), we arrive at the main result of this section, the
force–extension relation for strong stretching

Lf

L
=

f

fk
+ 1− d⊥

4

(
fcr

f

)1/2 1 + 2f/fk

(1 + f/fk)1/2

1
(1 + feff/fκ)1/2

−d⊥
2

(fcrfL)1/2

f

1 + 2f/fk

1 + f/fk
. (9.23)

This strong stretching result with its limiting cases will be discussed in detail in section 9.6.
The expansion in t⊥ for a weakly bent SHC is valid as long as 〈t2

⊥〉 ¿ 1. It can be
shown that this condition is fulfilled for the force regime feff À fcr above the crossover force
scale fcr, which confirms the blob scaling picture.

9.5 Weak stretching

For small stretching forces f ¿ fcr, we can obtain the free energy for the effective Hamil-
tonian (9.2) of the SHC by expanding the free energy in the force f up to second order. In
the absence of an external force, the correlation function of the tangent vectors t(n) can be
calculated using angular representations of the Boltzmann weights that have been obtained
in the context of path integrals for a quantum particle on the unit sphere in d dimensions
in [141]:

〈ti(n)tj(n′)〉0 = d−1 [A (Lp/b0)]
|n−n′| δij ≈

{
d−1e−|n−n′|b0/L̃pδij , for Lp À b0 ,

d−1(Lp/4b0)|n−n′|δij , for Lp ¿ b0

(9.24)

with a function

A(x) ≡ Id/2(x/2)
Id/2−1(x/2)

≈
{

exp (−(d− 1)/x) , for xÀ 1 ,
x/4, for x¿ 1 ,

(9.25)

where Iν(x) is the Bessel function of order ν [234] and L̃p is defined in (9.5). The brackets
〈. . .〉0 indicate an expectation value with respect to the SHC Hamiltonian at f = 0 given
by the bending energy, H0 = Eb. In the presence of the external force f , the effective
Hamiltonian (9.2) is divided up according to Heff = H0 +Hf , and the free energy satisfies
the relation F (f)−F (0) = −T ln〈e−Hf /T 〉0. Performing a cumulant expansion up to second
order in Hf for homogeneous bonds k(n) = k and keeping only terms up to second order
in f leads to

1
L

[F (f)− F (0)] ≈ − 1
N

N∑

n=1

1
2kb0

〈(f · t(n))2〉0 − b0
2NT

N∑

n=1

N∑

n′=1

〈(f · t(n))(f · t(n′))〉0. (9.26)
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In deriving (9.26) we used that 〈f ·t(n)〉0 = 0 as we consider free ends and have to integrate
over rotations of t(0) giving rise to rotations of the entire polymer, in contrast to the
situation of clamped ends studied in Ref. [230]. Both expectation values in the right hand
side of this equation involve the correlation function of the tangent vectors t as given by
(9.24). If the latter expression is inserted, the sums can be performed, and one obtains

1
L

[F (f)− F (0)] ≈ − f2

2dkb0
− f2b0

2dT

(
1 +A

1−A
− 2A
N

1−AN+1

(1−A)2

)
(9.27)

with A ≡ A(Lp/b0).
Focusing on the limit Lp À b0 or fκ À fcr, see (9.13), we insert the asymptotic expres-

sion A ≈ exp(−b0/L̃p), see (9.25), to obtain

1
L

[F (f)− F (0)] ≈ − f2

2dfk
− 2
d(d− 1)

f2

fcr
L

(
L̃p

L

)
(9.28)

and the function L(x) ≡ Lb(x)/2x or

L(x) ≡ 1− x+ xe−1/x ≈
{

1− x, for small x
1/2x, for large x

. (9.29)

This function describes finite size corrections in the free energy which have to be taken into
account for polymer contour lengths L ≤ L̃p comparable or smaller than the persistence
length. Using the thermodynamic relation (9.7), the free energy for weak stretching as given
by (9.28) leads to the force–extension relation

Lf

L
≈

[
1
dfk

+
4

d(d− 1)
1
fcr
L

(
L̃p

L

)]
f , (9.30)

which is the main result of this section, limiting cases of which will be discussed in section
9.6. The extension exhibits a linear response behavior as expected for low tensile forces.
The first term in (9.30) represents the effect from the response of the thermally fluctuating
extensible bonds and differs by the factor 1/d from what has been suggested in Ref. [224].
The second term represents the contribution from entropic elasticity and bending energy.
Relation (9.30) shows that semiflexible polymers exhibit strong finite size effects at weak
stretching depending on the ratio L̃p/L = (2/(d−1))(fL/fcr)1/2. As already mentioned the
force scale fκ does not occur in (9.30) as we work in the continuum limit f ¿ fκ assuming
that fκ is inaccessible. Therefore we implicitly assumed fk ¿ fκ in (9.30).

For vanishing κ, the SHC model (9.2) reduces to an extensible freely jointed chain. This
limit corresponds to Lp ¿ b0 or A¿ 1 according to (9.25).

9.6 Discussion and limiting cases

In this section we will discuss our main results, the force–extension relations (9.23) for
strong stretching f À fcr and (9.30) for weak stretching f ¿ fcr, and consider various
limiting cases along with finite size effects. These results can also be used to obtain useful
interpolation formulae for the whole force range (see Appendix in Ref. [183]).
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Extensibility crossover force fk,cr

The force–extension relation (9.23) for strong stretching includes various effects from the
bond extensibility of the SHC model (9.2). Individual bonds of the discrete SHC have
relative extensions 〈ε〉 = f/fk which give rise to the first term in (9.23). In the force regime
f À fk they are the leading contribution to Lf/L and the SHC is clearly extensible.

In the regime f ¿ fk individual bonds can be considered inextensible, and the first term
can be neglected against the second term in (9.23), which represents the extension of the
fully stretched inextensible chain, Lf/L = 1. However, the extension of the entire SHC is
also governed by much smaller entropic contributions, which give rise to the last two terms
in (9.23). Therefore, the extensibility of the SHC can become already relevant if the bond
extension contribution f/fk exceeds the entropic terms in (9.23). This happens for forces
fk,cr ¿ f ¿ fk where the new force scale fk,cr is defined by the condition Lf/L = 1 in
(9.23). The force scale fk,cr describes the crossover from an inextensible to an extensible
chain within the regime f ¿ fk.

Depending on the bond stiffness and thus fk three different situations (a–c) are possible.
(a) For fL ¿ fk,cr ¿ fκ [note that fL ¿ fκ, see (9.14)], effects from the discrete chain

structure and finite size effects can be neglected, and we find [223]

fk,cr =
(
d⊥
4

)2/3 (
f2

kfcr

)1/3
, for fL ¿ fk,cr ¿ fκ . (9.31)

As we want to consider the situation fcr ¿ fk, see (9.15), this force scale is indeed much
smaller than fk, i.e., fk,cr ¿ fk.

(b) If the bond stiffness is increased such that fL ¿ fκ ¿ fk,cr, the discrete chain
structure becomes relevant, and we obtain

fk,cr =
(
d⊥
4

)1/2 (
f2

kfcrfκ

)1/4
, for fL ¿ fκ ¿ fk,cr ¿ fk, (9.32)

which is again much smaller than fk because we consider fκ ¿ fk and fcr ¿ fk.
(c) Finally, for a very small bond stiffness or very short polymers with fk,cr ¿ fL ¿ fκ,

we find

fk,cr =
(
d⊥
2

)1/2 (
f2

kfcrfL

)1/4
, for fk,cr ¿ fL . (9.33)

Also this result for fk,cr is much smaller than fk as fL ¿ fk, see (9.15), and fcr ¿ fk.
The discrete SHC as described by (9.2) can be considered inextensible only for small

forces f ¿ fk,cr ¿ fk. The continuous model (9.6) applies to forces f ¿ fκ, and thus
describes an extensible continuous chain for fk,cr ¿ f ¿ fκ but an inextensible continuous
chain for f ¿ fk,cr and f ¿ fκ. For the inextensible continuous chain we can use the
simplest model (9.4) of an inextensible worm-like chain. For very stiff bonds with fκ ¿
fk,cr we thus have to use the discrete SHC model if we want to consider effects from the
extensibility, i.e., the force range f À fk,cr or even f À fk.
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In logarithmic plots of force–extension curves for the extensible SHC, i.e., plots of
ln (f/fcr) as function of Lf/L, there is a point of inversion around Lf/L ∼ 1 or f ∼ fk,cr

within the strong stretching regime, which signals the onset of extensibility effects.

Inextensible, continuous SHC (worm-like chain)

In the limit of f ¿ fk,cr ¿ fk and f ¿ fκ we are left with an inextensible, continuous
SHC described by the worm-like chain model (9.4). In this limit our result (9.23) for strong
stretching f À fcr reduces to

Lf

L
= 1− d⊥

4

(
fcr

f

)1/2

− d⊥
2

(fcrfL)1/2

f
. (9.34)

For f À fL, finite size effects are irrelevant, the last term can be neglected, and it remains
the well-known result of Marko and Siggia [146]

Lf

L
≈ 1− d⊥

4
T√
fκ
, for f À fL . (9.35)

For fL > fcr or contour lengths small compared to the persistence length L < Lp/2,
however, there are also pronounced finite size effects for strong stretching in the force range
fcr < f < fL.

For weak stretching f ¿ fcr we find from (9.30) a linear response behavior

Lf

L
≈ 4

d(d− 1)
L

(
L̃p

L

)
f

fcr
, (9.36)

which has also pronounced finite size effects as described by the function L(x), see eq. (9.29),
and depending on the ratio L̃p/L = (2/(d − 1))(fL/fcr)1/2. This might explain difficulties
in fitting experimental results for actin filaments [221], which typically have contour lengths
comparable to or smaller than the persistence length Lp.

Inextensible SHC

Next we take into account effects from the discrete structure of the SHC, i.e., the force scale
fκ becomes accessible but we still consider an inextensible chain with f ¿ fk,cr ¿ fk. In
particular this implies fκ ¿ fk,cr and thus fk,cr is given by (9.32). Then we can use the
SHC model (9.2) without the last term. For strong stretching f À fcr the result (9.23)
gives additional corrections leading to

Lf

L
= 1− d⊥

4

(
fcr

f

)1/2 1
(1 + f/fκ)1/2

− d⊥
2

(fcrfL)1/2

f
. (9.37)

In the limit f ¿ fκ the result reduces to the above formula (9.34) for the inextensible,
continuous SHC but for f À fκ the behavior changes, and we find

Lf

L
= 1− d⊥

4
(fcrfκ)1/2

f
= 1− d⊥

2
T

fb0
, for f À fκ, (9.38)
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where we can neglect finite size effects as f À fκ entails f À fL according to (9.14). Thus
we obtain 1− Lf/L ∝ 1/f for large f which is reminiscent of force–extension relations for
freely jointed chain models. The limit f À fκ can be realized for small bending rigidities κ.
For vanishing κ, it is obvious that the inextensible SHC model (9.2) without the last term
indeed reduces to a freely jointed chain. Note that (9.38) is identical to the strong stretching
limit of the corresponding force–extension relation for a freely jointed chain. In terms of the
blob picture, this is due to the fact that for f À fκ the crossover or blob length becomes
smaller than the bond length ξf ¿ b0 such that the force effectively stretches independent
discrete bonds as in a freely jointed chain model [227].

As effects from the discrete chain structure are only relevant for f À fκ, but we consider
the situation Lp À b0 or fκ À fcr, see (9.13), the weak stretching regime f ¿ fcr displays
the same behavior as for the inextensible, continuous SHC that we discussed in the previous
section.

Extensible SHC

Now we want to consider the situation where the extensibility of the SHC becomes relevant,
i.e., the force range f À fk,cr or even f À fk. Then we use the full Hamiltonian (9.2) of the
extensible SHC. For strong stretching feff À fcr (or f À fcr if fk À fcr, see (9.15), holds),
we then have to use the full result (9.23) for the force–extension relation as well. The full
result (9.23) has various limits depending on the relative size of fκ, fk, and the stretching
force f or feff . They all have in common that for fk,cr ¿ f ¿ fk the elastic response of the
stretched bonds can no longer be neglected and for f À fk it becomes the leading term,
Lf/L ' f/fk. The subleading terms can display different behavior.

In the previous section we have already discussed the inextensible limit of a discrete
chain in the force regime fκ ¿ f ¿ fk,cr, where we found a crossover to a freely jointed
chain behavior resulting in (9.38). If the chain is extensible and f/fk is no longer a small
parameter, a freely jointed chain behavior sets in already for feff À fκ, which is equivalent
to f À (fκfk)1/2 if f À fk, and relation (9.38) becomes modified to

Lf

L
=

f

fk
+ 1− d⊥

4
(fcrfκ)1/2

f

1 + 2f/fk

1 + f/fk
, for feff À fκ . (9.39)

The subleading terms f/fk+1−Lf/L ∝ 1/f still show force–extension behavior reminiscent
of freely jointed chain models but with a modified prefactor. The modification of the
prefactor leads to an apparently reduced bond length

bapp = b0
1 + f/fk

1 + 2f/fk
≈ b0

(
1− f

fk

)
(9.40)

of the freely jointed chain as compared to the inextensible case. The force–extension curve
as described by (9.39) has a point of inversion if plotted logarithmically, i.e., ln (f/fcr) as
function of Lf/L. The point of inversion is located at a force f ≈ fk,cr, where fk,cr is given
by (9.32) in this force regime.
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Also in the weak stretching regime f ¿ fcr we have to use the full result (9.30) for an
extensible SHC. However, the differences to the results for inextensible chains are small if
fcr ¿ fk, see (9.15), as for weak stretching we consider forces f ¿ fcr and thus f ¿ fk.

Extensible, continuous SHC

Finally, we want to consider the extensible, continuous limit of the SHC. This means we
consider forces feff ¿ fκ but f/fk,cr or even f/fk are no longer small. Then we can use
the continuous SHC model (9.6). In particular, we will consider the situation f À fk,cr,
otherwise the chain becomes effectively inextensible again, and our above results for the
worm-like chain apply. For strong stretching feff À fcr [or f À fcr if fk À fcr, see (9.15),
holds], our result (9.23) becomes

Lf

L
=

f

fk
+ 1− d⊥

4

(
fcr

f

)1/2 1 + 2f/fk

(1 + f/fk)1/2
, for f À fk,cr, fL, (9.41)

where we have also neglected finite size corrections as we want to focus on forces f À fL.
This limiting case has also been obtained in Ref. [226] and has to be compared to the force–
extension relation (9.35) of Marko and Siggia [146] for the worm-like chain. The first term
in (9.41) is equivalent to the correction introduced already by Odijk [223] and describes the
overall elastic response of a chain with stretch modulus k. However, there is an additional
correction due to the extensibility in the third term, which gives an apparently reduced
bending rigidity

κapp = κ
1 + f/fk

(1 + 2f/fk)2
≈ κ

(
1− 3f

fk

)
(9.42)

as compared to the inextensible worm-like chain. The apparent reduction of κ stems from
the coupling of thermally fluctuating bond extensions to both the external force and the
bond directions. Fits of experimental force–extension curves using the inextensible worm-
like chain model result (9.35) will thus measure the apparent parameter κapp rather than
the actual parameter κ.

Only in the force range fk,cr ¿ f ¿ fk, we can neglect the correction terms such that
κapp ≈ κ and we find the force–extension relation proposed by Odijk [223]

Lf

L
=

f

fk
+ 1− d⊥

4

(
fcr

f

)1/2

, for fk À f À fk,cr, fL. (9.43)

In the absence of finite size effects, i.e., focusing on forces f À fL, the force–extension
curves as described by (9.41) or (9.43) have a point of inversion if plotted logarithmically,
i.e., ln (f/fcr) as function of Lf/L. The point of inversion is located at a force f ≈ 4−2/3fk,cr

[223] where fk,cr is given by (9.31) and fk,cr ¿ fk.

Application: F–actin

In Ref. [183], we have derived interpolation formulae which interpolate between the weak
stretching and strong stretching results, which are accurate within 10%. The interpolation
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Figure 9.3: Logarithmic plots of the force–extension relations (f/fcr as function of Lf/L)
for SHCs in d = 3. The thick dashed curve shows an interpolation formulae from Ref. [183]
for an extensible SHC with parameters B ≡ fcr/fκ = (b0/Lp)2 = 10−6, L̃p/L = 1, and
fk/fcr = 108 appropriate for F–actin. The dashed and dotted curves show the limiting
cases B = 0, L̃p/L = 1 and B = L̃p/L = 0, respectively. The dashed dotted curve shows
an inextensible SHC (f/fk = 0) for the same parameters B = 10−6, L̃p/L = 1.

formulae can be used to illustrate and apply our results to F–actin (see Fig. 9.3) whose
force–extension relation has been experimentally studied in [221] in d = 3.

With a measured persistence length of Lp ' 20µm [221], the crossover force fcr = 2T/Lp

between weak and strong stretching is estimated as fcr = 2T/Lp ∼ 4 × 10−5pN for F–
actin. In the experiments in [221] stretching was performed with forces up to f ∼ 300pN,
corresponding to f/fcr ∼ 106. The bond length b0 for actin can be estimated by the
size of a G–actin monomer as b0 ' 10nm [232] such that b0/Lp ∼ 10−3 or fκ/fcr ∼ 106.
For the characteristic stretching force fk = kb0 a value fk ∼ 35nN has been obtained in
Ref. [221] corresponding to fk/fcr ∼ 108. This leads to an extensibility crossover force scale
fk,cr ' (f2

kfcr)1/3 ∼ 40pN or fk,cr/fcr ∼ 105, which determines the point of inversion in the
logarithmic plots in Figure 9.3 at f ≈ 4−2/3fk,cr. In Ref. [221] the persistence length of
F–actin is comparable to the contour length, L ∼ L̃p. This leads to rather large corrections
at low forces with L(L̃p/L) ≈ 0.4. For L ∼ L̃p, the force scale fL is comparable to fcr, i.e.,
fL ∼ fcr.

In Figure 9.3 we visualize the effects from extensibility, discrete chain structure, and
finite size effects. We show the full interpolation formula derived in Ref. [183] that includes
all three effects in comparison to limiting cases that neglect one of these effects. It is clearly
seen that for F–actin finite size effects have a more pronounced effect on the force-extension
curve than effects from the discrete chain structure. Also effects from the extensibility
are noticeable at the highest forces [221]. In particular, the point of inversion is well
observable in the experiment, although the relative bond extensions are rather small with
〈ε〉 = f/fk ∼ 10−2 for high stretching forces of f ∼ 300pN.
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9.7 Conclusion

We have studied the stretching of extensible semiflexible polymers using the discrete exten-
sible SHC model that additionally contains microscopic degrees of freedom describing elastic
bonds. The bond stretching depends on the bond direction such that thermal fluctuations
of the bonds length lead to an effectively increased stretching of the bond directions. This
manifests as an additional forcing term in the effective Hamiltonian (9.2) that is obtained
after performing the partial trace over thermally fluctuating extensions of the elastic bonds.
We derived force–extension relations (9.23) and (9.30) for the SHC model for strong and
weak stretching, respectively, which took into account effects from the extensibility and
the discrete chain structure as well as finite size effects. The result can be used to discuss
various important limiting cases. In the limit of strong stretching the discrete chain struc-
ture can lead to behavior reminiscent of a freely jointed chain at very large tensile forces
whereas for weak stretching a continuous description is fully justified. On the other hand,
we have to consider finite size corrections for weak stretching if the contour length becomes
comparable to the persistence length as it is typically the case for filamentous semiflex-
ible polymers such as F–actin. The results can be combined into interpolation formulae
for the force–extension relations of extensible semiflexible polymers, which is described in
detail in Ref. [183]. In Ref. [183], we also use a complementary transfer matrix treatment
of the SHC model combined with a variational calculation to analyze the crossover at in-
termediate forces. The numerical transfer matrix diagonalization provides exact numerical
force–extension curves which we used to determine the accuracy of interpolation formulae
and variational calculation. For the interpolation formulae the agreement is within 10%
accuracy, even in the presence of finite size corrections. The results are relevant to exper-
iments on DNA or F–actin and we have illustrated our results with explicit estimates for
F–actin using experimental results of Ref. [221].
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Unbinding and Desorption

A complete classification for unbundling transitions of two semiflexible polymers and for desorp-
tion transitions of such polymers at planar surfaces is presented. The interaction potentials can
depend both on the polymer/polymer (or polymer/surface) separation and on the orientation
of the polymers. Using analytical transfer matrix methods and scaling arguments, the order of
the transitions and the corresponding critical exponents are obtained for all types of interaction
potentials in arbitrary spatial dimension d = 1+d⊥. We also establish a duality mapping between
the restricted partition sums in the absence and the presence of a short-range attraction, which
allows us to obtain exact results for the critical exponents related to the unbinding transition, the
transition point and transition order. Our results are applicable to biopolymers or polyelectrolytes
with large persistence lengths such as actin filaments, microtubules, or DNA.

10.1 Introduction

Semiflexible polymers such as DNA or actin filaments have a large bending stiffness and,
thus, a large persistence length, Lp. On scales which exceed Lp, the orientational order
of the polymer segments decays exponentially, and the polymer effectively behaves as a
flexible chain with the segment size set by Lp. In contrast, on length scales which are
small compared to Lp, the bending energy of the semiflexible polymer plays an equally
important role and strongly affects the behavior of the polymer. The persistence lengths
of the most prominent biopolymers range from 100nm for DNA [135], to the µm-range for
actin [132, 133, 134] or even up to the mm-range for microtubules [133].

Semiflexibility is also crucial for the bundling of such biopolymers and for their adsorp-
tion onto adhesive surfaces as schematically shown in Fig. 10.1. Important examples are
bundles of F-actin which are crosslinked with various types of sticker molecules [235, 236]
and the adsorption of polyelectrolytes onto oppositely charged surfaces [237]. Unbundling
and desorption transitions arise from the competition between the energy gained by binding
to an attractive potential well and the associated loss of configurational entropy. As one
increases the bending rigidity and, thus, the persistence length, this entropy loss is reduced
and the polymers bundle and adsorb more easily. One case which is particularly interesting
from an experimental point of view is the adsorption of semiflexible polymers onto planar
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x
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Figure 10.1: Left: Bundling of two semiflexible polymers. Right: Adsorption of a semiflex-
ible polymer onto a planar substrate.

substrates in three dimensions. Since the shape fluctuations parallel to such a substrate
are not affected by the interaction potential between polymer and substrate, this case is
equivalent to bundling in two dimensions.

For bundling (or adsorption), the potential of the polymer/polymer (or polymer/surface)
interactions contains both an attractive potential well and a repulsive hard wall or rod. On
the one hand, all potential wells which arise from intermolecular forces are short-ranged
in the sense that they decay faster than 1/|z|2/3 for large separations |z| of the interacting
objects [117, 159]. On the other hand, these attractive wells may not only depend on |z| but
also on the orientation of the polymers. One example for the latter situation is provided by
crosslinkers or stickers which bind with a preferred angle to the semiflexible polymers such
as α-actinin or fimbrin which crosslink F-actin [235, 236].

For all of these potentials, the competition between bending energy and configurational
entropy leads to an unbundling or desorption transition at a certain critical temperature
(or potential depth). Our analytical solutions give explicit expressions for these transition
points as well as for the critical exponents which characterize the corresponding critical
behavior. Two exponents, χ and θ, characterize the probability distribution of the polymers.
The exponent governs the contact probability which scales as 1/ξχ

‖ with the longitudinal
correlation length ξ‖, and the exponent θ governs the segment distribution close to the
potential. Another critical exponent, ν‖, governs the longitudinal correlation length and
the singular part of the free energy. This implies that ν‖ determines the order of the
transition provided ν‖ ≥ 1.

Somewhat surprisingly, we find that the exponent ν‖ is changed by the orientation
dependence of the interaction potentials whereas this dependence does not affect the two
exponents χ and θ. Therefore, two systems, which are characterized by the same values for
the exponents χ and θ, may differ in the order of their transitions. One example is provided
by desorption from a planar substrate which is second order if the interaction potential
is independent of the polymer orientation but first order if it is orientation-dependent.
Different values for ν‖ are also found for symmetric potential wells in the absence of hard
walls. Furthermore, the hard rod repulsion is argued to be irrelevant in d ≥ 3 dimensions.

Our analytical approach starts from the differential transfer matrix equation discussed
previously in [238, 239, 240]. We study the corresponding eigenvalue equation for the local-
ized ground state and derive a general integral expression for it. In order to obtain explicit
solutions, we consider attractive potential wells with potential range `a and determine the
matching conditions at `a. In the limit of small `a, these matching conditions become
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analytically tractable and lead to two relations: the first relation determines the scaling
form of the probability distribution and, thus, the critical exponents χ and θ; the second
relation determines the transition point and the critical exponent ν‖. Our results for the
critical exponents are expected to apply to all short-range interaction potentials, i.e., to all
potentials which decay faster than 1/|z|2/3 for large separations |z|.

It is instructive to compare the unbinding transition of semiflexible polymers interact-
ing with a short-ranged attractive and a repulsive hard rod potential to the corresponding
unbinding transitions of fluid membranes, which are higher-dimensional elastic manifolds
also governed by their bending rigidity [154, 155, 156]. In general, we can consider d‖-
dimensional membranes in d = d‖ + 1 spatial dimensions, and a semiflexible polymer in
d = 1 + 1 dimension can be viewed as a one-dimensional membrane (d‖ = 1). The unbind-
ing transition of membranes arises from the interplay of attractive intermolecular forces,
such as van der Waals or screened electrostatic forces, and repulsive entropic forces, and
has been observed experimentally in three spatial dimensions, e.g., for lipid bilayers in
Refs. [157, 158]. The entropic repulsion of semiflexible polymers decays as 1/|z|2/3 with
their separation |z|, which is a special case of the entropic repulsion law 1/|z|2d‖/(4−d‖)

for membranes [154, 117, 159]. All short-range attractive potentials decaying faster than
the respective entropic repulsion are expected to be in the same universality class, which
has been called “strong fluctuation regime” for membranes [154, 117, 159]. For this class
of potentials a simple mean-field like superposition of microscopic potentials and entropic
repulsion fails [154, 159], and more exact methods, such as renormalization group studies
[154, 117] or transfer matrix methods for one-dimensional polymers, have to be applied. In
Ref. [154] it has been shown that membranes with short-range attractive interactions un-
dergo a continuous unbinding transition with characteristic critical exponents at a certain
critical interaction potential strength. For semiflexible polymers, the order of the unbind-
ing transition depends also on the codimension d⊥ and the orientation dependence of the
interaction potentials. For the case d⊥ = 1 and in the absence of an orientation dependence
in the interaction potential, which corresponds to a one-dimensional membrane, we find a
continuous unbinding transition in agreement with Ref. [154].

10.2 Model

We consider polymer chains (or long polymer segments) with bending rigidity κ and per-
sistence length Lp = 2κ/T where T is the temperature in energy units. These polymers
have a contour length Lc which is comparable to or smaller than Lp. In this regime, the
semiflexible polymer is oriented along one axis, say the x-axis as in Fig. 10.1, and can be
parameterized by displacements z(x) perpendicular to the x-axis with 0 < x < L where L
is the projected length of the polymer. We consider polymers in d = 1 + d⊥ dimensions
for which z is a d⊥-dimensional vector. This parameterization is appropriate provided (i)
one does not focus on the properties of the polymer ends such as the distribution of the
end-to-end distance [241] and (ii) the longitudinal correlation length ξ‖ to be defined below
is small compared to Lp.
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The conformations of the polymer are governed by the interplay between its bending
energy

∫ L
0 dx1

2κ
(
∂2

xz
)2 and its potential energy

∫ L
0 dxV (z(x)) where V (z(x)) contains an

attractive potential well of range `a which favors the straight configuration z(x) = 0. The
unbundling of a pair of semiflexible polymers interacting with the potential V (z1 − z2) is
equivalent to the unbinding of a single polymer with relative coordinate z = z1 − z2 and
effective κ = κ1κ2/(κ1 + κ2) from the external potential V (z(x)).

We model the attractive part of the interaction potentials as spherical potential wells
of radius `a. Such binding potentials can arise from van der Waals forces, screened elec-
trostatic interactions, and crosslinking molecules. In these cases, the potential range `a is
comparable to the polymer thickness, the Debye-Hückel screening length, and the size of
the linker molecule, respectively. For van der Waals forces and for electrostatic interactions
dominated by ion-ion interactions, the attractive potential does not depend on the orienta-
tion of the polymer segments. For crosslinker-mediated adhesion, on the other hand, such
an orientation-dependence arises if the linker molecules prefer to bind to polymer segments
at a preferred angle as applies, e.g., to the crosslinkers α-actinin and fimbrin [235, 236]
which prefer to bind to F-actin at right angles. Therefore, we will consider generalized
potential wells which depend on the tangent vector v ≡ ∂xz and have the form

Va(z,v) = WΦ∆(v) = G∆Φ∆(v)/c(d⊥)`d⊥a for |z| < `a
= 0 for |z| > `a

(10.1)

with potential strength W ≡ G∆/c(d⊥)`d⊥a < 0, c(d⊥) ≡ πd⊥/2/Γ(1 + d⊥/2), and the
dimensionless function Φ∆(v). This potential well attains the asymptotic form Va(z,v) ≈
G∆Φ∆(v)δ(z) in the limit of small `a. It will be convenient to consider a general class of func-
tions Φ∆(v) which satisfy the homogeneity relation Φ∆(bv) = b−d⊥∆Φ∆(v). Orientation-
independent interactions arising, e.g., from electrostatic forces correspond to ∆ = 0 and
Φ0(v) = 1; linker molecules, which bind at right angles to both filaments, allow binding only
for parallel polymer segments and correspond to ∆ = 1 and Φ1(v) = δ(v).

In order to study adsorption of semiflexible polymers on planar surfaces or to take the
mutual avoidance of the polymers into account, we include a repulsive potential Vr(z) with
Vr = ∞ for |z| < `w with `w < `a. In d⊥ = 1, this is equivalent to a hard wall (or a
half space geometry) with z > 0; in higher dimensions, the potential V = Vr excludes
the polymer from a hard rod around |z| = 0. In the following, we will study both purely
attractive potentials V = Va and potential wells in front of a hard wall or rod as described
by V = Va + Vr.

10.3 Transfer matrix

It is convenient to measure all length scales in units of the persistence length Lp and all
energies in units of T . Thus, we introduce the dimensionless quantities

z̄ = z/Lp, x̄ = x/Lp, v̄ = v,

V̄ (z̄, v̄) = LpV (z̄Lp, v̄)/T (¯̀a = `a/Lp and Ḡ∆ = L1−d⊥
p G∆/T ).

(10.2)
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In the following, we will use these dimensionless quantities but suppress the overbars for
ease of notation. The restricted partition sum of a single semiflexible polymer is then given
by

Z(z,v; z0,v0;L) =
∫ (z,v;L)

(z0,v0;0)
Dz′(x) exp

{
−

∫ L

0
dx

[
1
4

(
∂2

xz
′)2 + V (z′, ∂xz′)

]}
(10.3)

where z ≡ z′(L) and v ≡ ∂xz′(L) now denote the end points and end tangents of the chain
and z0 ≡ z′(0) and v0 ≡ ∂xz′(0) specify the initial point and tangent of the chain. In the
following, we will study (10.3) by transfer matrix methods. This leads to the differential
equation [238, 239]

∂LZ = −v · ∇zZ +∇2
vZ − V (z,v)Z (10.4)

with the boundary condition Z(z,v; z0,v0; 0) = δ(z− z0)δ(v − v0). First, we focus on the
case z0 = 0 and v0 = 0 and consider the quantity Z(z,v;L) ≡ Z(z,v;0,0;L).

10.4 Scaling behavior

For V = 0, the solution of (10.4) has the scaling form

Z(z,v;L) = L−2d⊥Ω0

(
|z|/L3/2, |v|/L1/2, ϑ

)
(10.5)

where ϑ is the angle enclosed by z and v (with ϑ = 0, π for d⊥ = 1). In this case, the shape
function is given by [238, 240]

Ω0(y, u, ϑ) =

(√
3

2π

)d⊥

exp
(−3y2 + 3yu cosϑ− u2

)
. (10.6)

The expression (10.5) implies 〈|v|2〉 ∼ L for the tangents and 〈|z|2〉 ∼ L3 for the displace-
ments.

If the polymer is bound to a sufficiently strong attractive potential, its partition function
behaves as Z(z,v;L) ∼ ZE(z,v) exp(−EL) for large system size L where the ground state
ZE satisfies the eigenvalue equation

−EZE = −v · ∇zZE +∇2
vZE − V (z,v)ZE (10.7)

with ground state energy E < 0. The normalization
∫
dd⊥z

∫
dd
⊥vZE(z,v)ZE(z,−v) =

1 and the boundary condition for Z(z,v; 0) imply the asymptotic equality Z(z,v;L) ≈
ZE(z,v)ZE(0, 0) exp(−EL) for large L.

The attractive potential modifies the scaling result (10.5) in two ways: (i) The system is
now characterized by the longitudinal correlation length ξ‖ = 1/|E| parallel to the polymer
which diverges upon approaching the unbinding transition at E = 0 and (ii) The small
distance behavior at z = 0 is affected by the potential and we expect the more general
scaling form

Z(z,v;L) = ξ−χ
‖ |z|θ/2Ω

(
|z|/ξ3/2

‖ , |v|/|z|1/3, ϑ
)
eL/ξ‖ (10.8)
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where we used the relation 〈|v|2〉 ∝ 〈|z|2〉1/3 to reformulate the scaling in |z|. Furthermore,
we implicitly assumed a rotationally invariant potential V = V (|z|, |v|) for d⊥ > 1.

The scaling form (10.8) depends on the two exponents χ and θ, which are not inde-
pendent but related by a normalization condition which gives χ = 2d⊥ + 3θ/2 for χ > 0.
The latter relation was first derived in [238] for d⊥ = 1. For 2d⊥ + 3θ/2 < 0, the main
contributions in the normalization integral come from small scales which implies χ = 0 and
thus the more general exponent relation

χ = max
(

2d⊥ +
3
2
θ, 0

)
. (10.9)

The dominance of small scales for 2d⊥+3θ/2 < 0 and χ = 0 indicates that a finite fraction of
polymer segments remains bound at the transition point which is analogous to the behavior
of strings in d ≥ 1 + 4 dimensions [242].

10.5 Potential well in 1 + 1 dimensions

We first consider a purely attractive potential V = Va as defined in (10.1) in 1+1 dimensions.
We start from a matching procedure at the boundary of the potential well, i.e., at |z| = `a,
from which we determine the ground state ZE of the eigenvalue equation (10.7). In the
exterior region |z| > `a, where V vanishes, the ground state has the form

ZE(z, v) =
∫
dαΘ(αz)AE(α)e−αzψα,E(v) (10.10)

where Θ(y) is the Heaviside step function. The function ψα,E(v) fulfills the eigenvalue
equation

(
αv + ∂2

v

)
ψα,E = −Eψα,E and has the form

ψα,E(v) = ψ−α,E(−v) = α−1/6Ai

[
−α1/3v − E

α2/3

]
for α > 0 (10.11)

where Ai(x) denotes the Airy function [234]. In order to determine the coefficient function
AE(α), we integrate over the interior region |z| < `a on both sides of (10.7) which leads to
the matching condition

v (ZE(`a, v)− ZE(−`a, v)) ≈ −G∆Φ∆(v)
1
2

(ZE(`a, v) + ZE(−`a, v)) (10.12)

in the limit of small `a. We now insert the integral representation (10.10) for ZE which leads,
after some computation, to two relations. The first relation gives the explicit expression

AE(α) = NE ψα,E(0) (10.13)

for the coefficient function AE(α) where NE is an α-independent normalization constant.
This relation determines the distribution ZE(z,v) via (10.10) which is found to be inde-
pendent of Φ∆(v). The normalization condition for ZE leads to NE ∼ 1/ ln1/2(1/`a|E|3/2).
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In this way, we derive the scaling form (10.8) for the partition sum of the polymer with
exponents

θa = −4/3 and χa = 0 (log) (10.14)

and the shape function

Ωa(y, u) ∝
∫ ∞

0
dα exp(−α)α−1/3Ai

[( y
α

)2/3
]
Ai

[
−uα1/3 +

( y
α

)2/3
]

(10.15)

as plotted in Fig. 10.2. Apart from the logarithmic singularity, the exponents as given by
(10.14) have been obtained previously by field-theoretic methods [240].

The matching condition (10.12) leads to a second implicit relation E = E(G∆) between
the ground state energy E and the strength G∆ of the potential in (10.1). This relation
determines the transition point and, thus, the critical potential depth G∆,c for binding via
the implicit equation 0 = E(G∆,c). In contrast to the result for the segment distribution,
the relation E = E(G∆) is non-universal in the sense that it depends on ∆ and, thus, on
the potential function Φ∆(v).

The critical potential depth G∆,c is found to behave as |G∆,c| ≈ |g∆,c| `(1+∆)/3
a for small

potential range `a with |g0,c| = 1/Γ(1/3)Ai[0] for ∆ = 0 and |g1,c| = 1/Γ(2/3)Ai2[0] for
∆ = 1. Furthermore, an expansion around G∆ = G∆,c and E = 0 determines the exponent
ν‖ for the longitudinal correlation length ξ‖ which diverges as ξ‖ ∝ |g∆ − g∆,c|−ν‖ ∼ |t|−ν‖

where t is the reduced temperature (note that the rescaled potential strength G∆ ∼ 1/T 2

). This gives 1/ν‖ = min ((1 + ∆)/2, 1) for the correlation length exponent; for ∆ = 0, this
implies ν‖ = 2. For ∆ = 1, one has ξ‖ ∼ | log t|/t and ν‖ = 1 + log. The free energy of
the polymer is given by the ground state energy f = E ∼ 1/ξ‖ and we find a second order
delocalization transition for 0 ≤ ∆ ≤ 1.

10.6 Potential well with hard wall in 1 + 1 dimensions

Next, we consider an attractive potential well in front of a hard wall as described by V =
Va + Vr in 1+1 dimensions. Outside of the well, i.e., for z > `a, the ground state ZE can
again be written as in (10.10), and the coefficient function AE(α) can again be determined
by the corresponding matching condition. The additional boundary conditions ZE(0, v) = 0
for v > 0, which is imposed by the hard wall at z = 0, can be incorporated by eigenfunctions
φα,E(v) which have been explicitly determined in Ref. [211] for V = Vr, i.e., in the absence
of the potential well.

In this way, we derive again the scaling form (10.8) for the partition sum of the polymer.
The critical exponents now have the values

θa,r = −5/3 and χa,r = max (−1/2, 0) = 0 (10.16)

and the shape function is given by

Ωa,r(y, u) ∝
∫ ∞

0
dα exp(−α)α−1/6 exp

(
−2

3
y

α

)
Ai

[
−uα1/3 +

( y
α

)2/3
]

(10.17)
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Figure 10.2: Shape functions Ω(y, u) in 1 + 1 dimensions: (a), (b), and (c) exhibit the
functional dependence as given by the expressions (10.15), (10.17), and (10.6) corresponding
to interactions potentials V = Va, V = Va +Vr and V = 0, respectively. [Note that Ω0(y, u)
depends on u ≡ |v|/L1/2, whereas Ωa(y, u) and Ωa,r(y, u) depend on u ≡ |v|/|z|1/3.]

where we have used the asymptotic behavior φα,E(v) ≈ π−1(3v)1/2 exp
(−2E3/2/3α

)
of the

eigenfunctions for 0 < α1/3v ¿ 1 as obtained in [211]. As in the absence of the repulsive
wall, the shape function Ω is again independent of ∆ which reflects the v-dependence of
the binding potential; for E = 0 it reduces to the special case treated in Ref. [238]. The
matching condition leads again to a second relation from which we obtain the critical binding
strength |G∆,c| ∼ `

(1+∆)/3
a in the limit of small `a. For ∆ > 0, non-singular terms dominate

in the expansion of the free energy f = E(G∆) around G∆ = G∆,c, and the transition is
first order with ν‖ = 1 whereas it becomes second order with ν‖ = 1 + log for ∆ = 0. As in
the case of strings in d ≥ 1 + 4 dimensions [242], these first order unbinding transitions are
peculiar, however, since the correlation length ξ‖ = 1/|E| diverges upon approaching the
transition at E = 0, and polymer fluctuations exhibit scaling properties determined by the
shape function Ω(0, u).

10.7 Unbundling in 1 + d⊥ dimensions

For 1 + d⊥ > 2, the solution of (10.7) depends on the angle ϑ between z and v as in
(10.8) which considerably complicates the analytical treatment. Progress can be made
via two approximations in terms of the scaling variable u ≡ |v|/|z|1/3: (i) The large-u-
approximation which leads to ZE(|z|, |v|, ϑ) ∝ δ(ϑ), i.e., to a distribution which is localized
around ϑ = 0; and (ii) The small-u-approximation which leads to a spherically symmetric
ground state ZE(|z|, |v|, ϑ) = ZE(|z|, |v|, 0). For both approximations, we can construct
solutions using analogous procedures as for d⊥ = 1. First, a solution in the region |z| > `a
is constructed and integration over the small sphere |z| < `a on both sides of (10.7) gives
matching conditions which determine the corresponding coefficient functions.

For V = Va, i.e., without a hard rod, both approximations lead to the scaling form
(10.8) with exponents

θa = 4(1− 2d⊥)/3 and χa = max (2(1− d⊥), 0). (10.18)
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As for d⊥ = 1, we find that these exponents are universal and do not depend on ∆. It is
interesting to note that the so-called necklace model [116] leads to the same values for θa

and χa if one determines the contact probability for tangential contacts with the partition
sum of the free polymer as given by (10.5). The latter values are also obtained using the
field-theoretic methods in [240].

The correlation length exponent ν‖, on the other hand, is again found to depend on ∆.
Both the small-u-approximation and the necklace model lead to

1/ν‖ = min
(

1
2
(3d⊥ − 2 + d⊥∆), 1

)
(10.19)

which implies a second (or higher) order transition for ν‖ > 1 and a first order transition for
0 < ν‖ < 1. For d⊥ = 2, the physically most interesting case, this implies ν‖ = 1 and a first
order unbundling transition in agreement with the Monte Carlo simulations in [240]. The
critical binding strength behaves as |G∆,c| ∼ `

(3d⊥−2+d⊥∆)/3
a for small `a. When expressed

in terms of the original potential depth W as defined in (10.1), this implies the critical
depth |Wc| ∼ (T/Lp)(Lp/`a)(2−d⊥∆)/3. For ∆ = 0, this agrees with a two-state model as in
[243] when the loss of entropy is estimated by ∼ (T/Lp)(Lp/`a)2/3 [199].

Finally, we want to argue that the hard rod potential V = Vr is irrelevant in d ≥ 1 + 2
dimensions. This is expected from the large-u-approximation for V = Va which leads to
the shape function Ωa(0, u, ϑ) ∼ exp

(−u3/9
)

at the transition point with u = |v|/|z|1/3 as
before. In d = 1 + 1, essentially the same behavior of Ωa,r(0, u) is found for V = Va + Vr,
i.e., for a potential well in the presence of a hard wall, whereas Ωa(0, u) decays as an inverse
power in u for V = Va. Thus, the insertion of the hard rod in d ≥ 1 + 2 should not change
the critical behavior of the polymers, and the critical exponents given above should also
apply for V = Va + Vr. We have confirmed this expectation by Monte Carlo simulations in
d = 1 + 2 dimensions as will be described elsewhere. For strings in 1 + d⊥ dimensions, the
hard rod becomes irrelevant precisely in d = 1 + 2 dimensions as follows by extending the
results of [242].

10.8 Duality mapping

The results obtained by direct transfer matrix calculations can be complemented and cor-
roborated by a duality mapping based on the transfer matrix equations for the restricted
partition sums in the absence and the presence of a short-range attraction. This duality
mapping provides an independent method to obtain the unbinding and desorption tran-
sition point, the order of the transition, and, moreover, a set of scaling relations for the
critical exponents of bound and unbound filaments. Furthermore this method can be easily
extended to the unbinding of strings governed by tension [185].

The restricted partition sum Z(z,v; z0,v0;L) fulfills the transfer matrix equation (10.4)
with the boundary condition Z(z,v; z0,v0; 0) = δ(z − z0)δ(v − v0) at L = 0. Then, the
Laplace transform of Z(z,v; z0,v0;L) with respect to L,

Z̃s(z,v; bz0,v0) =
∫ ∞

0
dLe−sLZ(z,v; z0,v0;L), (10.20)
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fulfills a slightly different transfer matrix equation

sZ̃s = −v · ∇zZ̃s +∇2
vZ̃s − V (z,v)Z̃s + δ(z− z0)δ(v − v0) (10.21)

where the last term on the right hand side stems from the boundary condition at L = 0.

In the following we exploit the formal similarity of the transfer matrix equation (10.21)
and the stationary eigenvalue equation (10.7) for the eigenstate ZE(z,v) to an energy
eigenvalue E if we identify s = −E: a short-range attractive potential Va(z,v) ∝ −δ(z −
z0)δ(v − v0) in the stationary transfer matrix equation (10.7) plays the role of the initial
condition in the Laplace transformed transfer matrix equation (10.21) for a potential V −Va,
i.e., in the absence of the short-range attraction Va. This will allow us to establish a duality
mapping between the stationary transfer matrix equation for bound states (characterized by
the set of exponents θb and χb) in a potential V = Vr +Va (where θb = θa,r and χb = χa,r) or
V = Va (where θb = θa and χb = χa) and the Laplace transformed transfer matrix equation
for unbound states (characterized by the set of exponents θu and χu) in a corresponding
potential V − Va = Vr (where θu = θr and χu = χr) or V − Va = 0 (where θu = θ0 = 0 and
χu = χ0 = 2d⊥, cf. (10.5)) lacking the short-range attractive part.

We first consider the case ∆ = 1. A semiflexible polymer in a bound state ZV
E (z,v)

fulfills the stationary transfer matrix equation (10.7) for a potential V containing the short-
range attraction Va(z,v) = G1δ(z− z0)δ(v− v0), where we will consider the limit of small
|z0| and |v0|. We compare the stationary transfer matrix equation (10.7) with the Laplace
transformed transfer matrix equation (10.21) for Z̃V−Va

s (z,v; z0,v0) with s = −E and for
a potential V − Va without short-range attraction. If we rewrite δ(z − z0)δ(v − v0) =
δ(z− z0)δ(v− v0)Z̃V−Va

s (z,v; z0,v0)/Z̃V−Va
s (z0,v0; z0,v0) we find that both equations are

equivalent and solutions have the same normalization if the following two conditions are
fulfilled:

ZV
E (z,v) = NEZ̃

V−Va
−E (z,v; z0,v0)

with N−2
E =

∫

z

∫

v
Z̃V−Va
−E (z,v|z0,v0)Z̃V−Va

−E (z,−v|z0,v0) (10.22)

−G−1
1 = Z̃V−Va

−E (z0,v0; z0,v0) = ZV
E (z0,v0)/NE . (10.23)

These two conditions define the duality mapping for semiflexible polymers between transfer
matrix equations for potentials V and V −Va for the case ∆ = 1. This exact mapping can be
generalized to arbitrary ∆ if we use the additional assumption that Z̃V−Va

−E (z0,v0; z0, 0) ∼
δ(v0) is a strongly localized function of v0 in the limit z0 ≈ 0. This assumption is
justified if the scaling function Ωa(y, u) is exponentially decaying for u À 1 such that
Z̃V−Va
−E (z0,v0; z0, 0) ≈ 0 for tangents |v0| À |z0|1/3. Then we can integrate both sides of

(10.21) with a kernel
∫
v0

Φ∆(v0)Z̃V−Va
s (z0,v0; z0, 0) . . ., which finally leads to a generalized
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duality mapping

ZV
E (z,v) = NEZ̃

V−Va
−E (z,v; z0, 0)

with N−2
E =

∫

z

∫

v
Z̃V−Va
−E (z,v; z0, 0)Z̃V−Va

−E (z,−v; z0, 0) (10.24)

−G−1
∆ =

∫

v0

Φ∆(v0)Z̃V−Va
−E (z0,v0|z0, 0) =

∫

v0

Φ∆(v0)ZV
E (z0,v0)/NE , (10.25)

which is valid in the limit z0 ≈ 0.
The mapping allows us to obtain results for the full potential V by solving the Laplace

transformed problem for the simpler potential V − Va and give direct information on the
partition sums ZV

E and Z̃V−Va
s and thus the segment distributions. Without working out

explicit solutions of the transfer matrix equations, we can use the duality mapping to derive
various exact exponent relations between exponents χu and θu for unbound semiflexible
polymers and their respective counterparts χb and θb for bound semiflexible polymers in
the presence of the short-range attraction Va.

To derive the exponent relation for χu and χb we study the limit of small |E| in (10.22)
or (10.24). The scaling form for the unbound string [see eq. (10.5) for V = 0] determines
the s-dependence of the singular part of Z̃V−Va

s for small s according to Z̃V−Va
s,sing ∼ sχu−1.

For χu < 1 the singular part is the leading order contribution; for χu > 1 the leading order
contribution is finite, Z̃V−Va

s ∼ const. Using the Chapman-Kolmogorov relation, we find
from (10.22) or (10.24) the singular behavior NE ∼ |E|1−χu/2 for χu < 2 for small |E| and
NE ∼ const for χu > 2. Furthermore, ZV

E ∼ |E|χb/2 for small |E| according to the scaling
form (10.8). Equating powers of |E| in (10.22) we arrive at the general exponent relation

χb =
{

max (2− χu, 0) for χu > 1
χu for χu < 1

(10.26)

This relation agrees with our direct transfer matrix calculations. For potentials V = Va,
for example, we can compare (10.18) and the corresponding result χ0 = 2d⊥ for V = 0.
The same exponent relation also holds for strings [185]. This exponent relation has been
formulated in Ref. [240] based on a mapping between the renormalization group equations
for strings and semiflexible polymers of different dimensionality. An equivalent exponent
relation has been confirmed numerically in Ref. [238].

In order to derive the corresponding exponent relation for θu and θb, we analyze the
scaling behavior of the Laplace transform Z̃V−Va

s of the unbound polymer for small |z| in
(10.22) or (10.24). We finally arrive at the exponent relation [185]

θb =
{
θu + 2(1− χu)/ζ for χu > 1
θu for χu < 1

(10.27)

which holds both for semiflexible polymers with a roughness exponent ζ = 3/2 and χu =
2d⊥+3θu/2 [according to the scaling law (10.9)] and for strings with a roughness exponent
ζ = 1/2 and χu = d⊥/2 + θu/2. Also this relation agrees with our direct transfer matrix
calculations.
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Now we address the transition point, transition order, and the correlation length expo-
nent ν‖ by analyzing the dependence of the bound state energy E on the potential strength
G∆ in relation (10.23) for ∆ = 1 or relation (10.25) for arbitrary ∆. We start with the case
∆ = 1. Setting E = 0 on the right hand side of (10.23) we find the transition point G1,c.
As the singular part of Z̃V−Va

s for small s is Z̃V−Va
s,sing ∼ sχu−1, we find G1,c = 0 for χu < 1;

thus, there is no unbinding transition for χu < 1 and the semiflexible polymer is always in
a bound state. Expanding around E = 0 for χu > 1 gives |G−1

1,c −G−1
1 | ∝ |E|1/ν‖ = ξ

−1/ν‖
‖

with 1

1/ν‖ = min (χu − 1, 1) for χu > 1 . (10.28)

We also used that the linear order dominates the singular contribution to Z̃V−Va
s for χu > 2

such that the transition becomes first order with ν‖ = 1. For 1 < χu < 2, we find ν‖ > 1
and a continuous transition. The result (10.28) agrees with those of the necklace model
[116], and it also applies to strings [185]. Relation (10.28) can be generalized to arbitrary
∆. Performing the analogous expansion in (10.25) we find

1/ν‖ = min (χ̃u − 1, 1) for χ̃u > 1 , where χ̃u ≡ χu − d⊥(1−∆)/2 . (10.29)

For this class of potentials there is no transition for χ̃u < 1, a first order transition for
χ̃u > 2 and a continuous transition for 1 < χ̃u < 2. The result (10.28) is recovered for
∆ = 1 and Φ1(v) = δ(v).

The exponent relations (10.26) and (10.28) or (10.29), together with the scaling law
(10.9), allow us to calculate all critical exponents of the unbinding problem if only one
exponent (χu or θu) of the unbound semiflexible polymer (or string) in the absence of the
short-range attractive potential is known. These exponents are often known analytically,
or can be easily obtained numerically. For V = 0, we have θu = θ0 = 0. For V = Vr and
d⊥ = 1, we can make use of another exponent relation, χu = χr = 1 + ζ [209], which is also
valid for both strings and filaments.

10.9 Conclusion

We have studied unbundling and desorption transitions of semiflexible polymers by analyt-
ical methods starting from the differential transfer matrix equation (10.7) for the ground
state. We considered attractive potential wells, which can depend on the polymer orienta-
tion as described by the function G∆Φ∆(v), see (10.1), with scaling index 0 ≤ ∆ ≤ 1. The
distribution functions for the polymer displacements and orientations are shown to have
the scaling form (10.8) and to be independent of ∆. In contrast, the critical exponent ν‖
for the longitudinal correlation length ξ‖ is found to depend explicitly on ∆. This leads
to a singular part of the free energy ∼ 1/ξ‖ which determines the order of the transition
provided ν‖ ≥ 1. Therefore, two potentials which differ in ∆ can lead to transitions of
different order even though the distribution functions have the same scaling form. This
happens in d = 1 + 1 dimensions in the presence of a hard wall which is equivalent to the

1 This corrects two typographic errors in the corresponding eq. (20) in Ref. [185].
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experimentally accessible case of desorption transitions from a planar substrate in d = 1+2
dimensions.

Using the transfer matrix approach we also derived a duality mapping between bound
and unbound states of semiflexible polymers, which complements and corroborates direct
transfer matrix calculations. This mapping allows us to determine the transition point and
the order of unbinding and desorption transitions. We derived exponent relations for the
return probability exponents χ, the segment distribution exponents θ and the correlation
length exponent ν‖ from the mapping. These relations also apply to strings and allow us to
determine all critical exponents related to the unbinding and desorption transitions of both
semiflexible polymers and strings from a single exponent characterizing the unbound string
or filament.



130 Part II. Filaments and Semiflexible Polymers



Chapter 11

Force-induced Desorption and
Unzipping

The thermally assisted force-induced desorption of semiflexible polymers from an adhesive surface
or the unzipping of two bound semiflexible polymers by a localized force are investigated. The
phase diagram in the force-temperature plane is calculated both analytically and by Monte Carlo
simulations. Force-induced desorption and unzipping of semiflexible polymers are first order
phase transitions. A characteristic energy barrier for desorption is predicted, which scales with
the square root of the polymer bending rigidity and governs the initial separation process before a
plateau of constant separation force is reached. This leads to activated desorption and unzipping
kinetics accessible in single molecule experiments.

11.1 Introduction

Peeling an adhesive fiber from a surface or separating two adhesive fibers are two basic ex-
perimental tests of elastic and adhesive fiber properties. Over the past decade, experimental
force spectroscopy techniques such as atomic force microscopy (AFM) [142, 244, 220, 245],
optical [143, 217] or magnetic tweezers [144, 246] have been developed, which allow to per-
form analogous manipulation experiments on individual polymers with spatial resolution in
the nm-range and force resolution in the pN-range. Particularly suited for single polymer
manipulation experiments are large rod-like polymers, e.g., biopolymers such as DNA or
protein fibers, dendronized or charged polymers. These polymers are semiflexible, i.e., gov-
erned by their bending energy with typical persistence lengths Lp in the nm- or µm-regime.
Quantitative analysis of force spectroscopy experiments on semiflexible polymers requires
theoretical models that take into account the combined effects of external force, tempera-
ture, and polymer bending energy. In this chapter, we present a theory and simulations
for the force-induced desorption and unzipping of semiflexible polymers. Force-induced
desorption experiments with single semiflexible polymers have recently been realized by
attaching adsorbed polyelectrolytes to an AFM tip [247, 248, 219, 161, 249, 250]. The most
recent experiments [161, 249, 250] give access to the single polymer force-distance curve.
Force-induced desorption is assisted by thermal fluctuations and, thus, also gives additional
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insight into the fundamental problem of polymer adsorption [251, 252], which has been stud-
ied intensively both analytically [253, 239, 238, 254, 255, 256, 237, 257, 258, 259, 260, 184]
and by simulations [261, 262] for semiflexible polymers.

A closely related problem is the force-induced unzipping of two semiflexible polymers,
e.g., the unzipping of stiff protein fibers [163]. The unzipping of DNA [162, 263], where single
strands are usually modeled as flexible polymers, has been extensively studied theoretically
[264, 265, 266, 267, 268, 269]. Two types of barrier effects have been reported previously
in the context of unzipping of flexible polymers. It has been found that any finite polymer
can unzip or desorb below the critical force by overcoming a free energy barrier, which is
proportional to its total length [264]. This effect is also present for semiflexible polymers,
but we will consider the thermodynamic limit of long polymers such that the bound state
becomes thermodynamically stable below the critical force. Furthermore, in the unzipping
of DNA another free energy barrier arises from the enhanced stiffness of double stranded
DNA [267]. In this chapter, I rather focus on the situation where each of the unzipping
polymers is semiflexible, and point out a generic barrier effect governed by their intrinsic
bending rigidity.

We show that the desorption and unzipping of semiflexible polymers by localized forces
are first order transitions and obtain the full phase diagram in the force-temperature plane
both analytically and by Monte Carlo simulations. For semiflexible polymers, force-induced
desorption or unzipping require thermal activation over a characteristic energy barrier that
scales with the square root of the bending rigidity and is absent for fully flexible polymers.
This energy barrier governs the initial separation process before a plateau of constant des-
orption or unzipping force is reached and has important consequences for desorption and
unzipping experiments. The energy barrier is a generic bending rigidity effect and gives rise
to an enhanced stability against external forces. It plays a role for the unzipping and des-
orption of stiff biopolymers such as DNA [162, 265, 263], protein fibers [163], or cytoskeletal
filaments and in numerous materials science applications such as the delamination of thin
adhesive sheets or fibers [270].

11.2 Force-induced desorption at zero temperature

First, we will focus on force-induced desorption and discuss the related problem of unzipping
of two bound semiflexible polymers in the end. In the absence of thermal fluctuations
(T = 0), a semiflexible polymer is only governed by its bending energy, and we recover a
classical mechanics problem, similar to the fracture mechanics problem of splitting a thin
elastic beam from a solid surface [271]. At T = 0, polymer excursions parallel to the
adhesive surface at z = 0 are suppressed, and the configuration of a polymer segment of
contour length Lc can be parameterized by tangent angles φ(s) with respect to the adhesive
surface, where s is the arc length (0 < s < Lc), see Fig. 11.1a. The bending energy is given
by Eb = (κ/2)

∫ Lc

0 ds(∂sφ)2, where κ is the bending rigidity of the semiflexible polymer. The
adsorption energy is Ea =

∫ Lc

0 dsV (z(s)), where z(s) is the distance of polymer segments
from the adsorbing surface at z = 0 and V (z) is a generic square well adhesion potential of
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small range `a with V (z) = W < 0 for z < `a, V (z) = 0 for z > `a, and V (z) = ∞ for z < 0
due to the hard wall. For van der Waals forces or screened electrostatic interactions the
potential range `a is comparable to the polymer thickness or the Debye-Hückel screening
length, respectively. For the discussion at T = 0 we consider a contact potential, i.e., the
limit of small `a. In the absence of a desorbing force the polymer lies flat on the adhesive
surface (φ(s) = 0 for all s) gaining an energy −|W |Lc. The semiflexible polymer is peeled
from the adhesive surface by a localized desorbing force Fd that is applied in z-direction
at the end point s = 0. Under the influence of the force, a polymer segment 0 < s < Ld

desorbs, which costs a potential energy |W |Ld. In order to map out the energy landscape
of the desorption process, we consider a constrained equilibrium with a prescribed height h
of the polymer end at s = 0. Then we have to minimize the sum of bending and potential
energy of the polymer, E = |W |(Ld − Lc) + Eb under the constraint of a fixed height
h =

∫ Ld

0 ds sinφ(s) of the end point. Minimizing with respect to Ld gives the transversality
condition ∂sφ(Ld) = (2|W |/κ)1/2 ≡ 1/Rco which determines the contact curvature radius
Rco; the boundary condition at s = Ld is φ(Ld) = 0. We take the point s = 0 to be a
polymer tail resulting in a boundary condition ∂sφ(0) = 0 corresponding to a free tangent.
Solving the shape equation in the presence of the height constraint, we find the scaling form
∆E(h) ≡ E(h)− E(0) = (κ|W |)1/2FE (h/Rco) for the total energy with the two limits

∆E(h) ≈
{

27/43−1/2h1/2κ1/4|W |3/4 for h¿ Rco

|W |[h+ 4(
√

2− 1)Rco] for hÀ Rco
. (11.1)

For the desorbed polymer length we obtain the scaling result Ld(h) = RcoFL (h/Rco) with
the limits

Ld ≈
{ √

3h1/2R
1/2
co for h¿ Rco

h+ 2(
√

2− 1)Rco for hÀ Rco
. (11.2)

For h ¿ Rco, the bending energy dominates, whereas for h À Rco, essentially the whole
desorbed length Ld is lifted straight and perpendicular to the substrate except for a curved
segment of length ∼ Rco around the contact point. Including the energy gain for a constant
desorbing force fd, we obtain the energy landscape ∆G(h) ≡ ∆E(h) − fdh at T = 0 as a
function the height h from the result (11.1), see Fig. 11.1c. The result for ∆G(h) shows that
force-induced desorption is a first order transition which takes place above the threshold
force fd,c = |W |; then the global energy minimum of ∆G(h) is at infinite h. For all force
values d > fd,c = |W |, the local minimum at h = 0 corresponding to the firmly adsorbed
state is separated by an energy barrier ∆Gb from the minimum at infinite h. For large forces
fd À |W |, the energy barrier ∆Gb ∼ κ1/2|W |3/2/fd scales with the square root of κ and,
hence, is a consequence of the bending rigidity of the polymer. Due to this energy barrier,
force-induced desorption requires either assisting thermal fluctuations or an h-dependent
force fd(h) = ∂h∆E(h) diverging as h−1/2 for small h.
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11.3 Thermal desorption

In the absence of a desorbing force (fd = 0), the semiflexible polymer can undergo thermal
desorption which we want to describe using a model connecting length scales below and
above the persistence length Lp ≡ 2κ/T (kb ≡ 1). On length scales comparable or smaller
than Lp, the thermally fluctuating semiflexible polymer is only weakly bent and stays ori-
ented, say along the x-axis. Desorption can then be described by the one-dimensional
distance field z(x), where 0 < x < L and L < Lc is the projected polymer length, see
Fig. 11.1a. Bending and adhesion energy of the weakly bent semiflexible polymer give a
Hamiltonian

HSF[z(x)] =
∫ L

0
dx

[κ
2
(∂2

xz)
2 + V (z(x))

]
. (11.3)

The desorption transition for the model (11.3) has been studied by transfer matrix tech-
niques in Ref. [184]. The critical potential strength for desorption isWc,SF = −cSFT/`

2/3
a L

1/3
p ,

where cSF ≈
√

3π/2 ≈ 1.5. The transfer matrix treatment shows that the free energy dif-
ference between adsorbed and free state vanishes as

|fW,SF| ≈ |Wc,SF||wSF|/ ln |wSF|−1, (11.4)

where wSF ≡ (W−Wc,SF)/Wc,SF. Therefore, the correlation length ξ‖ = T/|fW,SF| ∝ |wSF|−ν

diverges with an exponent ν = 1 + log. The weak bending approximation is valid as long
as tangents are small, i.e., 〈(∂xz)2〉 ∼ ξ‖/Lp . 1, which is fulfilled outside a window of
adhesion strengths, |W−Wc,SF| & T/Lp, around the critical value Wc,SF.

For ξ‖ À Lp, i.e., inside the window |W−Wc,SF| ¿ T/Lp, the semiflexible polymer is
described as effectively flexible Gaussian polymer with N = Lc/Lp Kuhn segments of length
b = Lp and a Hamiltonian

HF [z(s)] =
∫ Lc

0
ds[(3T/2Lp)(∂sz)2 + Veff(z(s))]. (11.5)

Each adsorbed Kuhn segment of length b ≡ Lp is weakly bent and performs small scale
fluctuations according to the model (11.3), which gives rise to the effective adsorption
potential Veff(z) of the same form as the bare potential but with an effective binding energy
Weff = fW,SF ∼W −Wc,SF renormalized by entropic small scale contributions and a width
`a,eff = Lp set by the thermal fluctuations 〈z2〉 ∼ b3/Lp = L2

p of each Kuhn segment.
The standard transfer matrix approach for Gaussian polymers [122] shows that the

critical effective potential for thermal desorption is Weff,c = −cFT/Lp where cF ≈ π2/24,
which is equivalent to Wc ≈ Wc,SF[1 + cF(`a/Lp)2/3]. Because Wc < Wc,SF, the polymer
indeed desorbs in the flexible regime, which describes the large scale behavior. The free
energy of adsorption in the effective flexible polymer model is given by

fW ≈ 3W 2
effLp/T ∼ 3(W −Wc,SF )2Lp/2T (11.6)

The critical properties of the desorption transition at W = Wc are described by the flexible
polymer model HF , i.e., thermal desorption is of second order with ν = 2. On the other
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hand, the transition point Wc ∼Wc,SF and apparent critical properties in the entire region
|W−Wc| & T/Lp are governed by the semiflexible model (11.3) with ν = 1 + log.

Connecting length scales below and above Lp we finally obtain the following free energy
of adsorption

|fW | ≈
{

3(W−Wc)2Lp/2T for |W−Wc| ¿ T/Lp

|fW,SF| ∼ |W−Wc| for |W−Wc| & T/Lp
(11.7)

The free energy fW is related to the correlation length by |fW | = T/ξ‖. The first line in
(11.7) is the free energy of adsorption in the flexible regime; the second line is the free
energy of adsorption in the semiflexible regime, which holds for |fW | & T/Lp, outside a
window of adhesion strengths of width T/Lp around the critical value Wc.

11.4 Thermally assisted force-induced desorption.

In the presence of thermal fluctuations the free energy of adsorption fW replaces the bare po-
tential strength W and the free energy per length g(fd) of a thermally fluctuating, stretched
semiflexible polymer replaces the force −fd. For small stretching forces fd ¿ T/Lp, the
polymer is effectively flexible and entropic elasticity gives g(fd) ≈ −f2

dLp/6T , whereas for
strong stretching fd À T/Lp, we have g(fd) ≈ −fd + (2Tfd/Lp)1/2, where the square root
contribution is typical for semiflexible behavior [146, 183]. The polymer desorbs if the
stretching free energy g(fd) compensates for the free energy cost of desorption, i.e., for
|g(fd)| > |fW |. This gives a first order force-induced desorption transition (similar to DNA
unzipping [265, 268, 269], where the single strands are flexible polymers), at a critical force

fd,c ≈
{

(6T |fW |/Lp)1/2 for |fW | ¿ 2T/Lp

|fW |+ (2T |fW |/Lp)1/2 for |fW | À 2T/Lp
(11.8)

and, thus, the phase boundary of the adsorbed phase in the fd-|W | or fd-T plane. The
line of first order force-induced desorption transitions ends in the critical point of thermal
desorption at zero force.

11.5 Simulations

The results for the phase diagram were confirmed by Monte Carlo (MC) simulations of
a discretized semiflexible polymer consisting of N = Lc/∆s beads with heights zi (i.e.,
h = zN ) and N − 1 connecting segments of length ∆s with unit tangent vectors ti using
the Hamiltonian H = Eb +

∑N
i=1 ∆sV (zi)− fdh, where Eb = (κ/2)

∑N−1
i=1 (ti+1− ti)2/∆s is

the bending energy. The MC simulation uses the Metropolis algorithm with a combination
of local displacement, pivot, and reptation moves. The resulting MC phase diagrams in
the fd-T plane are shown in Fig. 11.1(b). The analytical result (11.8) correctly describes
three main features of the simulation results: (i) A characteristic square-root dependence
fd,c ∼ |fW,SF|1/2 ∼ |T−Tc|1/2 close to the thermal desorption transition typical for flexible
behavior. (ii) A broad linear regime fd,c ≈ |fW | ∼ |T−Tc| at lower temperatures, which is
absent for flexible polymers and due to the bending rigidity effects. (iii) At low temperatures
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T < |W |`2/3L
1/3
p , we find fd,c ∼ |W | − T 4/3/`2/3κ1/3 + T |W |1/2/κ1/2, which gives a small

reentrant region of the desorbed phase because thermal fluctuations weaken the adhesion
strength less than the pulling force. Such “cold desorption/unzipping” has been reported
previously for flexible polymers like DNA [268, 269].

11.6 Free energy landscape

The energy landscape of the desorption process can be mapped by calculating the con-
strained free energy ∆F (h) = −T ln[Z(h)/Z(0)] where Z(h) is the restricted partition sum
over all polymer configurations with a given height h of the end point. The transfer matrix
treatment of the weakly bent semiflexible polymer (11.3) in Ref. [184] (see also chapter 10)
gives the scaling form

Z(h) = (h/Lp)θa,r/2+1/3Ω(L1/2
p h/ξ

3/2
‖ )eL/ξ‖ (11.9)

with an explicit result for the shape function

Ω(y) =
∫
duΩa,r(y, u) ∝

∫ ∞

0
dαα−1/2e−α−2y/3α =

√
πe−(8y/3)1/2

(11.10)

and an exponent θa,r = −5/3, see also (10.16). The resulting constrained free energy

∆F (h) = −T
2

ln
(
h

Lp

)
+

√
8
3
h1/2T 1/4L1/4

p |fW |3/4 (11.11)

for the semiflexible regime |fW | & T/Lp is the exact generalization of the T = 0 result (11.1)
for h ¿ Rco to finite temperatures, where the free energy of adsorption of a semiflexible
polymer fW replaces the bare contact potential W and a logarithmic entropic repulsion
from the hard wall occurs. The result (11.11) can be corroborated by a scaling argument
starting from the estimate ∆F (h,Ld) ∼ κh2/L3

d + |fW |Ld of the free energy cost to desorb
a segment of length Ld at a given height h of the end point. Minimizing with respect to
Ld gives Ld ∼ h1/2T 1/4L

1/4
p |fW |−1/4 and a free energy cost ∝ h1/2 as in (11.11). For large

h, the free energy cost (11.11) is always exceeded by the linear energy gain −fdh from the
desorbing force, which suggests a desorption instability even for small forces fd [260].

However, the weak bending approximation breaks down upon increasing h if typical
tangent angles h/Ld > 1 become large for h > Rco ≡ (κ/2|fW |)1/2. Then the whole desorbed
tail of length Ld becomes lifted perpendicular to the substrate except for a curved segment of
length ∼ Rco, i.e., Ld ≈ h+O(Rco). In this limit the full free energy ∆G(h) = ∆F (h)−hfd

in the presence of the desorbing force can be written as

∆G(h) ≈ h(|∆fW |+ g(fd)) + cRco, |fW | (11.12)

where g(fd) is the free energy gain per length of the desorbed semiflexible polymer segment
stretched by a force fd. c is a numerical constant of order unity with c = 4(

√
2 − 1) at



Chapter 11. Force-induced Desorption 137

T = 0, see (11.1). Equation (11.12) is in accordance with our above free energy criterion
|g(fd)|= |fW | for the desorption transition.

Therefore, also for T > 0, the free energy landscape ∆G(h)=∆F (h)−hfd, as given by
(11.11) for h . Rco and (11.12) for h À Rco, exhibits a barrier for fd > fd,c, which arises
from the bending rigidity although the microscopic adhesion potential is purely attractive.
In the MC simulation, ∆G(h) can be calculated from the logarithm of the end point distri-
bution function, which clearly confirms the existence of a barrier, see Fig. 11.1(c). In the
semiflexible regime for |fW | & T/Lp, we find an energy barrier ∆Gb ∼ κ1/2|fW |3/2/fd for
all forces fd > fd,c ≈ |fW |. The barrier scales with κ1/2 and decreases as 1/fd starting from
∆Gb ∼ (κ|fW |)1/2. The barrier is attained for a height h ∼ ∆Gb/fd, which approaches
h ∼ Rco for fd = |fW |. In the semiflexible regime |fW | & T/Lp, we have ∆Gb & T and
Rco . Lp. Upon entering the flexible regime the barrier becomes smaller than the thermal
energy T and can thus be overcome quasi-spontaneously by thermal activation; the contact
radius becomes larger than the Kuhn segment length Lp.

11.7 Desorption kinetics and experiments

The existence of the barrier has important consequences for single polymer desorption
experiments. If the experiment is performed in equilibrium the necessary desorption force
fd(h) = ∂h∆F (h) ∼ h−1/2κ1/4|W −Wc,SF|3/4 diverges for small h, before a plateau of
constant separation force fd = fd,c is reached at large h. This is indeed often observed
in experimental force-distance curves [219, 161, 249, 250]. Measurements of the shape of
the h−1/2-divergence together with the plateau force fd,c allow to determine the bending
rigidity κ and the free energy of adsorption fW of the semiflexible polymer using the results
(11.11) and (11.8).

If the desorption experiment is performed out of equilibrium at constant desorption
force larger than the threshold force, fd > fd,c, the energy barrier ∆Gb has to be overcome
by thermal activation with an Arrhenius-type desorption rate

kd ∼ τ−1e−∆G/T ∼ τ−1e−f0/fd (11.13)

where f0 ≡ L
1/2
p |W −Wc,SF|3/2/T 1/2 is a characteristic force and τ a microscopic time.

The force-dependence of kd is qualitatively different from other thermally activated sin-
gle molecule processes such as bond dissociation[272]. For a time-ramped desorption force
fd(t) = rdt with a sufficiently slow constant loading rate rd ¿ f0/τ the dynamics is ther-
mally activated, and we find t∗d ∼ (f0/rd)/ ln (f0/rdτ) and f∗d ∼ rdt

∗
d ∼ f0/ ln (f0/rdτ) for

the most frequent desorption time and force, respectively.

11.8 Unzipping

The unzipping of two bound semiflexible polymers by a force fd pulling apart the polymer
ends (see Fig. 11.1a) can be studied in the same way as force-induced desorption. The com-
ponent fd · z of the three-dimensional separation vector z of polymers plays an analogous
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role as the height coordinate z for desorption. The systems differ in the attractive potential
which is a function of the absolute value |z|, V = V (|z|) for unzipping. This results in a dif-
ferent criticality of the thermal desorption transition of a weakly bent semiflexible polymer
which becomes first order with ν = 1 and θ = −4 [184], whereas the thermal unzipping of
the flexible Gaussian polymer is second order with ν = 2 as for the desorption. Apart from
numerical prefactors, our main results (11.1,11.7,11.11,11.12,11.8) remain unchanged.

11.9 Conclusion

In summary, we found that the force-induced desorption and unzipping of semiflexible
polymers are first order phase transitions. We predict the existence of a characteristic energy
barrier which is a consequence of the bending rigidity and absent for flexible polymers.
The results for the phase diagram and the energy barrier are confirmed by Monte Carlo
simulations. The energy barrier gives rise to activated desorption or unzipping kinetics and
leads to an enhanced dynamic stability of the bound state of stiff adhesive polymers or
fibers under force. This effect plays a role for biological polymers under force, e.g., in DNA,
protein, or filament unzipping and desorption as well as for materials science applications
ranging from the delamination of thin sheets to the peeling of adhesive hairs, e.g., wet
hair [270]. The results can also shed new light on the zipping or adsorption dynamics of
semiflexible filaments, which plays an important role in cytoskeletal networks [273].
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Figure 11.1: (a) Force-induced desorption and unzipping of semiflexible polymers (inset); fd is the
desorbing (unzipping) force and h the height (separation) at the end point. (b) Phase diagrams in the
plane of desorbing force fd and temperature T from Monte Carlo simulations for bending rigidities κ = 10
(triangles) and κ = 5 (squares), adsorption potential range `a = 0.1, and contour length Lc = 100 (all
lengths in units of ∆s, energies in units of the adhesion energy |W |∆s = 1; lines are guides to the eye).
Inset shows the reentrance region at low temperatures. (c),(d) Free energy landscapes ∆G(h) for κ = 10
and forces and temperatures as indicated by diamonds in the phase diagram b. (c) at T = 0 according to
the analytical result, see eq. (11.1). (d) for fd = 0.5 from Monte Carlo simulations in agreement with eqs.
(11.11) and (11.12). In the desorbed phase ∆G(h) exhibits an energy barrier.
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Chapter 12

Dynamics and Manipulation on
Structured Substrates

We study the activated motion of adsorbed polymers which are driven over a structured sub-
strate by either a uniform or a localized point force. The lateral surface structure is represented
by double-well or periodic potentials. We calculate shape, energy, and effective diffusion constant
of kink excitations, and in particular their dependence on the bending rigidity of the semiflexible
polymer. For symmetric potentials, the kink motion is purely diffusive whereas kink motion be-
comes directed in the presence of a uniform driving force on the polymer. The Kramers escape
over the potential barriers proceeds by nucleation and diffusive motion of kink-antikink pairs,
the relaxation to the straight configuration by annihilation of kink-antikink pairs. We determine
the average velocity of the semiflexible polymer based on the collective kink dynamics in the
stationary state. For a point driving force, the collective kink dynamics can be described by
an one-dimensional symmetric simple exclusion process. Our results apply to the activated mo-
tion of biopolymers such as DNA and actin filaments or synthetic polyelectrolytes on structured
substrates and to experiments with single polymers using, for example, tips of scanning force
microscopes to drag the polymer.

12.1 Introduction

The Kramers problem [274] of thermally activated escape of an object over a potential
barrier is one of the central problems of stochastic dynamics. It has been extensively
studied not only for point particles [275] but also for extended objects such as elastic strings,
i.e., lines under tension such as flux lines in type-II superconductors [7] or dislocations in
crystals [96]. Elastic strings activate over potential barriers by nucleation and subsequent
separation of soliton-antisoliton pairs which are localized kink excitations [276, 277]. An
analogous problem is the activated motion of a flexible polymer over a potential barrier
[278, 279].

However, the thermally activated escape of a semiflexible polymer, which is a filament
governed by its bending energy rather than entropic elasticity or tension, remained an open
question that we want to address in this chapter. Semiflexible polymers such as DNA or
actin filaments have a large bending stiffness and, thus, a large persistence length, Lp. On
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scales exceeding Lp, the orientational order of the polymer segments decays exponentially,
and the polymer effectively behaves as a flexible chain with a segment size set by Lp.
In contrast, on length scales which are small compared to Lp, the bending energy of the
semiflexible polymer strongly affects the behavior of the polymer. The persistence lengths
of the most prominent biopolymers range from 100nm for DNA [135], to the 30µm-range for
actin [133, 134] or even up to the mm-range for microtubules [133] and becomes comparable
to typical contour lengths of these polymers. Whereas the adsorption of such semiflexible
polymers onto homogeneous adhesive surfaces has been studied previously in [237, 238, 184],
much less is known about the behavior of a semiflexible polymer adsorbed on a structured
surface.

In this chapter we focus on the escape of a semiflexible polymer over a translation-
ally invariant potential barrier as shown in Fig. 12.1, which can be realized on chemically
or lithographically structured surfaces. The behavior of semiflexible biopolymers on such
structured substrates is of interest, e.g., for electrophoresis applications [280]. Another im-
portant class of semiflexible polymers are synthetic polyelectrolytes, whose self-assembly
and dynamic behavior on structured substrates has only been studied recently [128]. We
consider two types of driving forces: Homogeneous or uniform driving forces across the po-
tential barriers can be easily realized on structured substrates by electric fields for charged
polymers as in electrophoresis or by hydrodynamic flow. Point driving forces acts only
locally on the polymer and can be realized in single molecule manipulation by AFM tips
[166].

Our theoretical study is motivated by experimental advances in the manipulation and
visualization of single polymers using optical [143] and magnetic [246] tweezers, or scanning
force microscopy [166]. In Refs. [166, 125] it has been demonstrated that these techniques
allow to experimentally apply localized point forces to a polymer adsorbed on a substrate.
Polymers that are strongly adsorbed onto crystalline substrates such as graphite or mica
experience a spatially modulated adsorption potential reflecting the underlying crystal lat-
tice structure and giving rise to preferred orientations of the adsorbed polymer. For such
systems, the dynamics of the adsorbed polymer is governed by thermal activation over the
potential barriers of the surface potential.

One example of polymers adsorbed on a structured surface are self-assembling polymer
chains consisting of long-chain alkanes and alkylated small molecules on crystalline sub-
strates such as the basal plane of graphite [281]. The alkyl chains orient along the substrate
axes thereby providing an effective periodic adsorption potential. Also biopolymers such
as DNA or polyelectrolytes, or dendronized polymers can be oriented on the basal plane of
graphite by using long chain alkanes as an oriented template layer [128, 166]. It has been
demonstrated experimentally that these polymers can be manipulated individually on the
structured surface by applying point forces using the tip of a scanning force microscope
[166, 125].

Our main results are as follows. As for flexible polymers, the activated dynamics of
semiflexible polymers at low forces is governed by the nucleation of localized kink-like ex-
citations shown in Fig. 12.1. We find, however, that the activated dynamics of semiflexible
polymers is different from that of flexible polymers as kink properties are not governed by
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Figure 12.1: Typical conformation of a semiflexible polymer (thick line) with a kink-antikink pair in a
double-well potential V which depends on the coordinate z and is independent of the coordinate x.

entropic elasticity of the polymer chain but rather by the bending energy of the semiflexible
polymer. This enables us to determine the persistence length from kink-properties. Further-
more, we calculate time scales for barrier crossing and the mean velocity of the semiflexible
polymer for all regimes of homogeneous driving forces: (i) nucleation and purely diffusive
motion of single kinks (ii) nucleation and driven diffusive motion of single kinks and (iii)
for large driving force dynamic equilibrium between nucleation and recombination in a kink
ensemble.

Also for low point driving forces, the dynamics of the polymer is governed by thermal
activation and nucleation of localized kink-like excitations as shown in Fig. 12.2. We calcu-
late the critical point force below which the polymer moves by thermal activation over the
barriers of the adsorption potential. The steady state of this activated motion determines
the profile and velocity of the moving polymer and is governed by the (collective) driven
motion of the kink excitations which can be described as a one-dimensional symmetric
simple exclusion process of these excitations. Our results for the critical point force, the
velocity, and the profile of the moving polymer are accessible in manipulation experiments
on adsorbed polymers and allow to extract material parameters of the polymer and the
substrate structure from such experiments.

12.2 Equation of motion

We consider the dynamics of a semiflexible polymer in 1+1 dimensions in a double-well
potential that is translationally invariant in one direction, say the x-axis as in Fig. 12.1.
The semiflexible polymer has a bending rigidity κ and persistence length Lp = 2κ/T where T
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is the temperature in energy units. We focus on the regime where the potential is sufficiently
strong that the semiflexible polymer is oriented along the x-axis and can be parameterized
by displacements z(x) perpendicular to the x-axis with −L/2 < x < L/2, where L is the
projected length of polymer. The Hamiltonian of the semiflexible polymer is given by

H =
∫ L/2

−L/2
dx

[κ
2

(
∂2

xz
)2 + V (z)

]
, (12.1)

i.e., the sum of its bending and potential energy.
Our assumption of an oriented polymer is valid if U-turns of the polymer within a single

potential well are suppressed by the bending energy. This is the case if the size 2a of each
potential well in the z-direction is smaller than the persistence length Lp. This condition is
typically fulfilled for adsorbing substrates structured on the nm-scale [281]. Furthermore,
the polymer should be strongly adsorbed, which corresponds to a small density of thermally
induced kink excitations, i.e., Ek À T where Ek is the kink energy, see eq. (12.7) below.

Uniform force

For a uniform force we consider a piecewise harmonic double-well potential

V (z) =
1
2
V0(|z| − a)2 − Fz (12.2)

that is independent of x and thus translationally invariant in the x-direction, where V0 is
the depth of the potential, 2a the distance between potential minima, and F the external
driving force density. Below the critical force Fc ≡ aV0 the potential has two minima
at z±min = ±a + F/V0. The Hamiltonian (12.1) can be made dimensionless by measuring
energies in units of a characteristic energy Esc = a2κ1/4V

3/4
0 , the x-coordinate in units of a

characteristic length xsc = (κ/V0)1/4 and the z-coordinate in units of a.
We consider an overdamped, Rouse-like dynamics of the semiflexible polymer with an

equation of motion

γ∂tz = −δH
δz

+ ζ(x, t) = −κ∂4
xz − V ′(z) + ζ(x, t) (12.3)

where γ is the friction constant and ζ(x, t) is a Gaussian distributed thermal random force
with 〈ζ〉 = 0 and 〈ζ(x, t)ζ(x′, t′)〉 = 2γTδ(x − x′)δ(t − t′). We neglect longitudinal motion
of polymer segments (see Ref. [188] for a discussion) and do not study the effects of an
external tension or compression. For V = 0, tension and compression have been considered,
for example, in [282].

Point force

For a point force the potential is given by

Vp(x, z) ≡ 1
2
V0(|z| − a)2 − Fpδ(x− xp)z . (12.4)
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The potential (12.4) contains the action of a point force pulling the polymer at the point
x = xp with a force Fp in the z-direction. For zero point force Fp = 0, the potential is
symmetric, translationally invariant in the x-direction, has a barrier height V0a

2/2, and the
distance between minima is 2a. For Fp > 0, the point force in (12.4) breaks the translational
invariance of the system.

The overdamped motion of the polymer is then described by

γ∂tz = −δH
δz

+ ζ(x, t) = −κ∂4
xz − V ′0(z) + Fpδ(x− xp) + ζ(x, t) , (12.5)

with V0(z) ≡ 1
2V0(|z| − a)2 and γ and ζ(x, t) as above.

12.3 Static kink

No force

At first we construct the static kink for F = 0 and Fp = 0, which is a localized metastable
excitation. The static kink zk(x) is defined as the configuration that minimizes the energy
(12.1), i.e., is a time-independent solution of (12.3) in the absence of thermal noise (ζ = 0)
for boundary conditions zk(±L/2) = ±a and ∂xzk|±L/2 = 0. For F = 0 the potential
is symmetric and V (z) = V (−z) such that the kink configuration is anti-symmetric with
zk(x) = −zk(−x) and centered at x = 0 (i.e. zk(0) = 0). For our piecewise defined potential
we have to fulfill five matching conditions at x = 0 which connect the two parts x < 0 and
x > 0 of the kink: zk(−0) = zk(+0) = 0, ∂n

xzk|−0 = ∂n
xzk|+0 for n = 1, 2, 3. Both parts

zk(x) + a for x < 0 and zk(x)− a for x > 0 of the static kink are linear combinations of the
four functions e±x/wke±ix/wk where the eight linear expansion coefficients are determined
from the boundary and matching conditions. The width wk of the kink and the energy Ek

of a single static kink in the thermodynamic limit of large L are given by

wk =
√

2xsc =
√

2(κ/V0)1/4 and (12.6)

Ek = Esc/
√

2 = a2κ1/4V
3/4
0 /

√
2 . (12.7)

We expect our results for the kink energyEk∼Esc and width wk∼xsc to hold for all potentials
with a barrier height ∼ V0a

2 and potential minima separation ∼ a independent of the
particular potential form; only numerical prefactors will differ. We want to point out that
measurements of the kink width wk and the critical force density Fc or the kink energy
Ek are sufficient to determine the bending rigidity κ = Fcw

4
k/4a = Ekw

3
k/2a

2 and thus the
persistence length Lp = 2κ/T if the distance 2a between potential minima is known.

A static single kink in a polymer of length L is equivalent to one half of a symmetric
kink-antikink pair configuration with kink-antikink separation d = L in a polymer of length
2L, as shown in Fig. 12.1. The kink-antikink interaction energy Eint(d) = 2(Ek(d)−Ek(∞))
can thus be found by determining the single kink energy in a polymer of length L = d. For
large separation d/wk À 1 we find an exponential decay Eint(d) ∼ exp(−d/wk).

We also studied numerically the stability of a kink-antikink pair at small separations
and find that it becomes unstable with respect to spontaneous annihilation for d/wk < 2.55.
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Figure 12.2: (a) Kink-antikink configuration of a semiflexible polymer in a double-well potential V under
the action of a point force Fp displacing the midpoint in the z-direction to a value zm. The configuration zk(x)
is calculated for Fp/Fc = 0.19, zm/a = 0.21 (L2/wk = 1.1, L1/wk = 15) and has an energy E/2Ek = 0.72.
(b) The midpoint zm (in units of a) as a function of the external force (in units of critical force 4Ek/a). (c)
Energy E(zm) (in units of 2Ek) of a kink-antikink pair as a function of the midpoint zm (in units of a) for
different forces Fp/Fc = 0, 0.19, 0.5.

A semiflexible polymer will stay localized to the potential wells even if we set V (z) = 0
for |z| > 2a as long as V0 > V0,c with V0,ca

2 ' (T/Lp)(Lp/a)2/3 according to the results of
chapter 10. This condition is equivalent to Ek À T and thus a small density of thermally
induced kink excitations. A small kink density in combination with the condition Lp À a
also ensures that the semiflexible polymer stays oriented along the x-axis such that the
Hamiltonian (12.1) stays valid. The condition Ek À T of a small kink density is equivalent
to Lp À w3

k/a
2. For sufficiently strong substrate potentials this gives a much wider range of

applicability of the Hamiltonian (12.1) than in the absence of a potential where the condition
Lp > L of weak bending has to be fulfilled for a semiflexible polymer to be oriented.

Point force

First, we calculate the stationary shape of the semiflexible polymer that is deformed by
a point force acting at its midpoint into a kink-antikink configuration zk(x) as shown in
fig. 12.2a. This configuration is obtained by displacing the polymer at the midpoint where
the point force acts to a prescribed position zm and letting the rest of the polymer equi-
librate. Therefore, we have to solve the saddle-point equation δH/δz = 0 for the energy
(12.1), i.e., eq. (12.5) for the time-independent case and in the absence of noise (ζ = 0),
with appropriate boundary conditions and a prescribed position zk(xp) = zm. For zm > 0
the kink configuration crosses the barrier at two points, see fig. 12.2a; we choose the origin
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x = 0 and the length L2 such that these points are zk(0) = 0 and zk(L2) = 0. The polymer
has a total length L = L1 + L2 and extends from x = −L1/2 to x = L1/2 + L2, and
the force acts at the midpoint xp = L2/2. The kink-like configuration has to fulfill four
boundary conditions, zk(−L1/2) = zk(−L1/2 + L2) = −a and z′k|−L1/2 = z′k|−L1/2+L2

= 0.
At the midpoint xp = L2/2, we fix the displacement zm of the polymer zk(xp) = zm, and
the point force causes a discontinuity in the third derivative, z′′′k (xp+)− z′′′k (xp−) = Fp/κ.
In addition, zk(x) and its first two derivatives have to be continuous at the midpoint, and
zk(x) and its first three derivatives have to be continuous at each crossing point x0 = 0, L2.

Away from the point force, i.e., for x 6= xp the saddle point solutions are linear com-
binations of the four functions exp(±x/wk) exp(±ix/wk) where wk ≡

√
2(κ/V0)1/4 is the

kink width. Construction of the solution through the four regions separated by the crossing
points and the midpoint then requires to determine 16 linear expansion coefficients and the
two parameters L2 and zm as a function of the system size L and the remaining model
parameters including the point force from the boundary and matching conditions. The
resulting shapes of the kink-like polymer configurations are shown in fig. 12.2a. fig. 12.2c
shows the energies E(zm) of the kink-like configuration as a function of zm for different
point forces Fp. For low forces the energies E(zm) in fig. 12.2c have two stationary points,
a stable minimum at zm = zm,min < 0 (the midpoint does not cross the barrier) and an
unstable maximum at zm = zm,nuc > 0. This maximum is unstable with respect to further
displacement of the midpoint and represents the critical nucleus configuration. For Fp = 0,
we obtain another stable minimum at zm = a (the midpoint reaches the next potential well)
which is the static kink-antikink solution calculated before, with width wk and energy Ek

given by eq. (12.6) and eq. (12.7), respectively. In the limit of large L, we can find analytic
expressions for the resulting stationary positions zm,min and zm,nuc as a function of the
applied force Fp, see fig. 12.2b. We find that there are no stationary positions if the point
force Fp exceeds a critical value Fc given by

Fc = 4Ek/a = 2
√

2aκ1/4V
3/4
0 . (12.8)

The midpoint displacement zm,min < 0 in the stationary minimum is a linear function
of the external force, zm,min = −a (1− Fp/Fc) and reaches the barrier at zm,min = 0 for
Fp = Fc, see fig. 12.2b. This force-displacement relation describes the linear response of the
polymer before crossing the barrier. For the midpoint displacement in the unstable nucleus
configuration zm,nuc > 0, on the other hand, we obtain the following set of two equations
for zm,nuc and L2,

Fp/Fc = (cosx− sinx)e−x
∣∣
x=L2/2wk

,

zm,nuc/a = 1− (sinx+ cosx)e−x
∣∣
x=L2/2wk

. (12.9)

As shown in fig. 12.2b, Fp is decreasing for increasing zm,nuc as the critical nucleus config-
uration widens for small point forces. The negative values of Fp for large zm,nuc indicate
that for a semiflexible polymer the kink-antikink configuration reached for zm = a is stabi-
lized by an energy barrier. Only below a negative threshold force F−c ≡ −Fce

−π/2 < 0 the
kink-antikink configuration becomes unstable.
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12.4 Moving kink

A driving uniform force density F leads to an asymmetry in the potential and an effective
force on kinks. Moving a kink by −∆x increases the polymer length in the lower potential
minimum by ∆x and leads to an energy gain −2aF∆x and thus a constant force Fk = −2aF
on a kink. As argued above deviations from kink interactions are exponentially small for
separations dÀ wk. The force Fk leads to kink motion such that we also have to consider
moving kink solutions. For constant kink velocity v the kink configuration assumes a form
zk(x, t) = zk(x− vt) that solves (12.3) for ζ = 0. Introducing the coordinate y ≡ x− vt for
the comoving frame, equation (12.3) reduces to

κ∂4
yzk − vγ∂yzk + V ′(zk) = 0 (12.10)

which has to be solved with boundary conditions analogously to the static kink. However,
in the asymmetric potential the kink is no longer symmetric but centered at y0 6= 0 with
zk(y0) = 0 where we also have to evaluate the matching conditions. Eq. (12.10) can be
made dimensionless by measuring time in units of a characteristic time tsc = γ/V0 and
velocities in units of vsc = xsc/tsc = κ1/4V

3/4
0 /γ. For a moving kink both parts zk(y)−z−min

for y < 0 and zk(y) − z+
min for y > 0 are linear combinations of four functions eKny where

Kn (n = 1, ...4) are the four roots of the equation κK4
n − vγKn + V0 = 0 that real part of

which determine the width of the kink wk(v) ∼ 1/|Re(Kn)|. We find

Knwk = ±H1/2(v̄)± (−H(v̄)± 23/23−3/4v̄H−1/2(v̄))1/2 (12.11)

(the first and third sign have to be identical) where v̄ = 33/4v/4vsc is a dimensionless velocity
and H(v̄) = 3−1/2((v̄2 +

√
v̄4 − 1)1/3 +(v̄2 +

√
v̄4 − 1)−1/3) an increasing, real function with

H(v̄) ≥ H(0) = 1 and H(v̄) ∼ v̄2/3 for v̄ À 1. The width of the moving kink decreases with
velocity as wk(v̄) = wkH

−1/2(v̄) (for v̄ < 1). In the limit of large polymer length LÀ wk(v)
a moving kink solution, fulfilling all boundary and matching conditions, must satisfy the
force-velocity relation

F (v̄) = −Fcv̄
31/42−1/2H3/2(v̄)
H3(v̄) + 3−3/2v̄2

. (12.12)

For small force densities, we find a linear relation F ≈ −31/42−1/2Fcv̄, close to the critical
force density Fc the velocity diverges as −v̄ ∼ (1− F/Fc)−3/2, see Fig. 12.3.

The result (12.12) can also be used to obtain the friction constant ηk of a moving kink
by equating the friction force vηk with the driving force Fk = −2aF which gives the relation
ηk = 2a|F (v)|/v, see Fig. 12.3. ηk is also related to the energy dissipation rate dE/dt due
to kink motion which is defined as the product of the friction force −vηk and velocity:
dE/dt = −v2ηk. On the other hand, dE/dt can be calculated directly using the equations
of motion (12.3) and (12.10) in the limit of large L

dE

dt
=

∫ +∞

−∞
dx
δH
δzk

∂tzk = −γv2

∫ +∞

−∞
dy (∂yzk)

2 , (12.13)
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Figure 12.3: Force density F (in units of Fc, solid line) and friction constant ηk (in units of 3Fca/23/2vsc =
3a2γ/wk, dashed line) as function of velocity v̄ = 33/4v/4vsc for a moving kink.

and we read off a kink friction constant ηk = γ
∫ +∞
−∞ dy (∂yzk)

2. Integration in the limit of
small driving forces gives ηk ≈ 3γa2/2wk and equating the friction force with the driving
force −2aF = vηk gives a linear relation v = −4Fwk/3γa which agrees to leading order
with our above result (12.12), see also Fig. 12.3.

12.5 Thermal noise and kink motion

For a more detailed analysis of the effect of noise on the kink motion we consider noise-
induced perturbations of shape and velocity of a kink moving with constant velocity v. For a
time-dependent kink center at xk(t) the comoving frame coordinate is given by ȳ ≡ x−xk(t).
Adding shape perturbations to the corresponding kink solution zk(ȳ) of (12.10), we arrive
at the decomposition

z(x, t) = zk(x− xk(t)) +
∞∑

p=1

Xp(t)φp(x− xk(t), t). (12.14)

φp are normal modes of the kinked polymer which we will determine below and Xp(t) are
expansion coefficients; the zero mode of kink translation is explicitly taken into account by
positioning the kink center at xk(t). Substituting (12.14) into the equation of motion (12.3)
and expanding about the kink, we obtain

γ(v − ẋk)


∂ȳz +

∞∑

p=1

Xp∂ȳφp


 + γ

∞∑

p=1

Ẋpφp = ζ (12.15)
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if the normal modes φp(ȳ, t) = fp(ȳ)e−ωpt fulfill the eigenvalue equation

κ∂4
ȳfp − γv∂ȳfp + V ′′(zk(ȳ))fp = ωpγfp (12.16)

where V ′′(z) = V0(1−2aδ(z)). (12.16) has to be solved with boundary conditions fp(−L/2) =
fp(L/2) = 0 and f ′p(−L/2) = f ′p(L/2) = 0 where we consider the limit L/2 À xk(t)
and neglect the shift of boundaries in the comoving frame. Eq. (12.16) has a set of
eigenvalues ωp with orthonormal eigenfunctions fp(ȳ) (with respect to the scalar prod-
uct 〈f |g〉 ≡ ∫

dȳf(ȳ)g(ȳ)). The translation mode f0 = ∂ȳzk(ȳ)/C of the kink has zero
eigenvalue ω0 = 0. C is a normalization constant determined by C2 = 〈∂ȳzk|∂ȳzk〉. Multi-
plying eq. (12.15) with the translation mode f0 and integrating yields an equation of motion
for the kink

ẋk = v + ζk


1 + C−1

∞∑

p=1

Xpe
−ωpt〈f0|∂ȳfp〉



−1

(12.17)

where ζk(t) = −(Cγ)−1
∫
dȳf0(ȳ)ζ(ȳ + xk(t), t) is an effective Gaussian thermal noise for

the kink with correlations 〈ζk(t)ζk(t′)〉 = δ(t − t′)(2T/C2γ) (where we used 〈f0|f0〉 = 1).
The sum in (12.17) represents terms from kink-phonon scattering neglecting of which leads
to an overdamped Langevin equation ẋk(t) = v + ζk(t) describing Brownian motion with
drift. From the noise correlations we can read off the corresponding diffusion constant of
the kink as Dk = T/C2γ. Note that the corresponding kink friction constant ηk = T/Dk is
identical to our above result (12.13) obtained from complementary energetic considerations.

If kink-phonon scattering is neglected, the kink is performing a Brownian motion with
drift. The polymer crosses the potential barrier by moving a kink over the entire length
L of the polymer. Thus, the average crossing time is tcr ∼ L/v for the case of directed
diffusion with v > 0 under the influence of a driving force density F . For F = 0 and v = 0
the kink performs an unbiased random walk with 〈x2

k〉 ∼ Dkt from which we estimate the
average crossing time as tcr ∼ L2ηk/T ∼ L2γa2/Twk. For F = 0 and at low temperatures
tcr gives the relaxation time from a kinked state as in Fig. 12.1 to a kinkless state. The
diffusive part of the kink motion can be neglected for forces F À 2T/La.

12.6 Kink nucleation and collective kink dynamics

Uniform force

For sufficiently large uniform force F , thermally activated barrier crossing proceeds by the
nucleation and subsequent separation of a kink-antikink pair, see Fig. 12.4. Each passing
kink or antikink increases the polymer position by ∆z = 2a. For an ensemble of ρL kinks
and ρL antikinks with kink density ρ¿ 1/wk as in Fig. 12.4, the fraction of moving polymer
segments is given by 2ρLwk/L = 2ρwk. These polymer segments move with velocity 2av/wk

in the z-direction which leads to the average velocity vz ≡ 〈∂tz〉 = 4avρ. The kink density ρ
is determined by the dynamical equilibrium of kink nucleation with rate j (per length) that
we will calculate below, see (12.18), and kink-antikink recombination with rate 2ρ2v [276].
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Figure 12.4: An ensemble of well-separated kinks and antikinks which move with velocity v and −v,
respectively.

Equating both rates gives a steady-state density ρ2 = j/2v and thus an average polymer
velocity vz = 2a(2vj)1/2.

In order to find the nucleation rate j, we use Kramers theory. In the following, we only
give the main results of this calculation, details will be described elsewhere. As for flexible
strings [276], the dynamics of the nucleation is governed by the critical nucleus representing
the saddle point in the multi-dimensional energy landscape. The critical nucleus configu-
ration zn(x) is the analogon of the static kink-antikink pair for F > 0 and fulfills the same
saddle-point equation δH/δz = 0, see (12.3). For the critical nucleus we obtain an excess
energy ∆En ≈ 2Ek(1− F/Fc)2 that enters the nucleation current j ∼ exp(−∆En/T ). The
prefactor depends on the corresponding attempt frequencies and, thus, the spectra ωn,p and
ωs,p of fluctuations around the the critical nucleus and the straight polymer, respectively.
For the straight polymer we find a spectrum of stable phononic modes ωs,0 = V0/γ and
ωs,p ≈ V0/γ + κ((π/2 + pπ)/L)4/γ (p ≥ 1). For the critical nucleus, the spectrum consists
of an unstable mode ωn,0 < 0 representing the collective coordinate along which the nu-
cleation proceeds, a zero mode ωn,1 = 0 corresponding to the translation of the nucleus,
and a sequence of stable phononic modes ωn,2 = V0/γ and ωn,p ≈ V0/γ + κ((b+ pπ)/L)4/γ
(p ≥ 3), where b is a numerical constant. Using Kramers theory in the regime F > T/2awk

[283], we finally obtain the nucleation rate

j = (2π)−3/2γ1/2GT−1/2Qn exp (−∆En/T ) (12.18)

where Q2
n ≡ |ωn,0|ωs,0ωs,1

∏
p>1 ωs,p/ωn,p ≈ |1 − 24/3(1 − F/Fc)−8/3|(V0/γ)3 contains all

attempt frequencies, and G ≡ L−1
∫
dxn[

∫
dx (∂xzn(x))2]1/2 ≈ a(1 − F/Fc)/

√
wk is the

Jacobian for the change of coordinates from the amplitude of the translational mode ∂xzn
to the nucleus position xn.

For small driving force densities F ¿ 2ρT/a, the kink motion is diffusive, and the above
approach breaks down as kink-antikink pairs cannot separate but tend to recombine. For
Ek À T , the system reaches thermodynamic equilibrium with a low kink density ρeq ∼
exp (−Ek/T ) given by the Boltzmann distribution and with vz = 4avρeq. For intermediate
driving forces 2ρT/a¿ F < F/2awk, the critical nucleus is in quasi-equilibrium [283], and
we find again j ∼ exp(−∆En/T ) as in the high-force expression (12.18) but with a different
parameter dependence of the prefactor.
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Figure 12.5: (Left) The shape of a semiflexible polymer pulled over a periodically structured surface by
a point force acting at the midpoint. The horizontal lines indicate the position of potential barriers. The
thick solid line shows a typical polymer configuration z(x), the thin line the average shape 〈z(x)〉. (Right)
The stationary kink density ρk(x) as a function of the distance from the point xp where the force is acting
on the polymer.

Point force

Now we turn to the activated kink nucleation in the presence of a point force pushing the
polymer over the potential barrier. The point force breaks the translational invariance in
x-direction and kink-antikink pairs are only nucleated at x = xp with a rate J per unit
time. This thermally activated process is governed by an energy barrier which is given
by the excess energy ∆En of the critical nucleus configuration. The energy of the critical
nucleus can be obtained from the energy profiles E(zm) shown in fig. 12.2c as the difference
∆En ≡ E(zm,nuc)−E(zm,min) between minimum and maximum values of the energy E(zm)
of the kink-like configuration. We find ∆En ∼ 2Ek (1− Fp/Fc)

2, which vanishes as the force
approaches the critical value Fc. The activation energy enters the nucleation current

J = (Qn/2π) exp (−∆En/T ) with Q2
n ≡ |ωn,0|ωs,0

∏

p>0

(ωs,p/ωn,p) , (12.19)

which shows Arrhenius-type behavior. The prefactor Qn includes the spectrum of attempt
frequencies ωn,p and ωs,p (p = 0, 1, ...) for phononic fluctuations around the critical nucleus
configuration and the straight configuration zm = −a, respectively. We find one unstable
negative mode ωn,0 ≤ 0, which diverges as ωn,0 = (V0/γ)[1 − 24/3(1 − Fp/Fc,κ)−4/3] upon
approaching the critical force Fp ≈ Fc, a bound state with 0 < ωn,1 ≤ V0/γ, and a set
of positive modes ωn,p > V0/γ with the same level spacing as the modes of the straight
configuration. It is important to note that two translational modes (for kink and antikink)
only exist if the point force is zero because the point force breaks the translation invariance.
Close to the critical force Fp ' Fc, we obtain Q2

n ≈ (V0/γ)2[1− 24/3(1− Fp/Fc)−4/3].
After nucleation of a kink-antikink pair at x = xp by thermal activation, kink and

antikink are driven apart by a small force ∼ Ek/wke
−L2/wk , which decays exponentially with

the distance L2 > wk between kink and antikink. This exponential decay is characteristic
for a point driving force which interacts only over a distance ∼ wk with the kink and very
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different from the case of a spatially uniform force, where also kinks experience a spatially
uniform driving force. For separations L2 > wk the kink diffuses essentially freely with a
diffusion constant Dk = 2Twk/3γa2 as derived above.

A spatially localized driving force also leads to a distinct steady state motion of the
polymer in a periodically continued potential, see fig. 12.5. This motion can be described in
terms of the collective dynamics of an ensemble of kinks and antikinks which are generated
at the single point x = xp by the point force and subsequently separated by the exponentially
decaying force. For the following discussion we choose coordinates such that xp = 0, and
the polymer extends from −L/2 < x < L/2. Because a point force creates kink-antikink
pairs only at x = 0, we find an ensemble consisting only of kinks in the region x > 0
and an ensemble consisting only of antikinks in x < 0. As two (anti-)kinks have a mutual
short-range repulsion of range wk, we have an ensemble of diffusing kinks (antikinks) with
a hard-core repulsion on the interval L/2 > x > 0 (−L/2 < x < 0). In order to treat
the non-equilibrium dynamics of these ensembles, we introduce a discrete one-dimensional
lattice of possible kink positions with spacing ∆x = wk which allows to map the dynamics
of each ensemble onto the symmetric simple exclusion process (SSEP) with open boundaries
[284, 285]. In the following we consider the kink ensemble (x > 0); the antikink ensemble
(x < 0) can be treated analogously. In the kink ensemble, the kink particles are freely
diffusing, i.e., they have symmetric rates D ≡ Dk/w

2
k for hopping to the right and left on

the lattice xi = iwk (i = 1, ..., N with N = L/2wk); they interact through their hard-core
repulsion. In the SSEP, boundary conditions are specified by rates α and δ for particles to
enter the system at the left (i = 1) and right (i = N), respectively, if that site is empty.
For the kink ensemble we have α = J , as kinks are nucleated at i = 1 with the Kramers
rate (12.19), and δ = 0 as no kinks enter the system at i = N . Furthermore, kinks leave
the system diffusively, at i = 1 by annihilation with an antikink and at i = N by relaxation
of the free polymer end.

Despite the hard-core interaction the stationary density profile ρk(x) of kinks in the
SSEP fulfills the stationary diffusion equation, ∂2

xρk = 0 [284, 285]. Furthermore, our
boundary conditions are equivalent to boundary conditions ρk(0) = w−1

k min(α/D, 1) and
ρk(L/2) = 0 for the stationary kink density at the ends of the system. For α > D the
system reaches its maximal kink density w−1

k at x = 0. The resulting linear density profile
ρk(x) is

ρk(x) = ρk(0)(1− 2|x|/L) with
ρk(0) = w−1

k min(α/D, 1) = min(Jwk/Dk, 1/wk) (12.20)

as shown in fig. 12.5 (right). The average distance between kinks is 1/ρk(x) and at each
kink the polymer position changes by ∆z = −2a leading to a characteristic parabolic poly-
mer shape 〈z(x)〉 − zm = −2a

∫ |x|
0 dx̃ρk(x̃) = −2(a/wk)min(Jw2

k/Dk, 1)|x|(1 − |x|/L) in
the stationary state as shown in fig. 12.5 (left). The average velocity vz ≡ 〈∂tz〉 of the
polymer in the z-direction is determined by the stationary current JSSEP = −Dk∂xρk =
min(J,Dk/w

2
k)wk/L of the SSEP. Only for small nucleation rates J ¿ Dk/w

2
k the kink

interaction can be neglected and the current is directly given by the Kramers rate (12.19),
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JSSEP ≈ Jwk/L. During the time 1/JSSEP the polymer advances by a distance 2a leading
to vz = 2aJSSEP ≈ 2amin(J,Dk/w

2
k)wk/L.

12.7 Conclusion

In summary, we described the activated motion of single adsorbed polymers on a structured
substrate, which are either displaced by a uniform force, which can be realized, e.g., by
hydrodynamic flows or by electric fields in case of charged polymers, or displaced by localized
point forces, which can be realized experimentally using, e.g., scanning force microscopy tips.
The static kink has the energy Ek and the width wk as given by (12.6). Both kink properties
are governed by the bending rigidity of the semiflexible polymer.

In the presence of a uniform driving force density F , there is a force Fk acting on the
kink that leads to moving kink solutions which satisfy the force-velocity relation (12.12).
In the absence of kink-phonon scattering the kink performs Brownian motion with drift for
which we have calculated the friction constant ηk and the diffusion constant Dk. This leads
to estimates for the crossing times tcr ∼ L/v for large forces F À 2T/La and tcr ∼ L2ηk/T
for small forces F ¿ 2T/La. For large forces, the nucleation of kinks proceeds by activation
over the saddle point which represents the critical nucleus. Application of Kramers theory
leads to the nucleation rates (12.18) which determine the average velocity 〈∂tz〉 of the
polymer. Our results are not only relevant to the dynamics of semiflexible polymers but
can be extended to kink excitations in fluid membranes [286].

Also for point forces, the dynamics is governed by kink-like excitations. Kink and
antikink pairs are locally nucleated by the point force and then undergo a separation which
is diffusive on separations larger than the kink width wk. We have calculated the nucleation
rate (12.19) using Kramers theory. The collective kink dynamics can be mapped onto a
one-dimensional symmetric simple exclusion process (SSEP). Using this mapping we find
the average polymer velocity and a characteristic average parabolic shape for a driven
semiflexible polymer.



Chapter 13

Unbinding of Filament Bundles

Bundles of semiflexible polymers such as actin filaments are studied theoretically. The bundle for-
mation is governed by attractive filament interactions mediated by cross-linking sticker molecules.
Using a combination of analytical arguments and Monte Carlo simulations, it is shown that the
formation of bundles of parallel filaments requires a threshold concentration of linkers which be-
comes independent of the filament number for large bundles. The unbinding of bundles happens
in a single, discontinuous transition. We discuss the behavior of the bundle thickness at and below
the transition. In the bound phase, large bundles tend to segregate into sub-bundles due to slow
kinetics. Our results are in qualitative agreement with experiments on F–actin in the presence of
the cross-linking protein α-actinin.

13.1 Introduction

Biological cells and chemical synthesis provide a large variety of rod-like filaments. These
filaments are semiflexible polymers with a large persistence length Lp and can assemble into
different morphologies. Actin filaments, e.g., are characterized by Lp ' 17µm [132, 133, 134]
and form both bundles [287] and meshworks depending on the presence of different actin-
binding linker molecules [235, 236, 287]. Since the inter-filament attraction is mediated
by crosslinkers with weak bonds, the formation of F–actin bundles is reversible and can
be controlled by the crosslinker concentration [167, 168, 169]. Bundle formation has also
been studied in the context of polyelectrolytes, for which charge correlations of polyvalent
counterions [288, 289] or counterion aggregation [290] are possible bundling mechanisms.
The formation of filament meshworks has been addressed in Ref. [291], focusing on the
meshwork topology rather than on the elastic properties of the filaments.

In this Letter, we theoretically study bundle formation and unbinding of N essentially
parallel filaments in the presence of cross-linking molecules with two adhesive end groups.
It is convenient to confine these filaments within a tubular compartment of length L and
diameter L⊥. As shown below, this system exhibits a critical crosslinker concentration,X1 =
X1,c, which separates two different concentration regimes. For X1 < X1,c, the filaments are
unbound and uniformly distributed within the compartment. For X1 > X1,c, the filaments
form either a single bundle, which represents the true ground state of the system as in
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Figure 13.1: Monte Carlo snapshots of bundles with N = 20 filaments. (a) Close to the unbinding
transition in the bundled phase. (b) Deep in the bound phase, the bundle tends to segregate due to slow
kinetics and filament entanglement. (c) The equilibrium shape of the bundle is roughly cylindrical.

Fig. 13.1(a) and (c) , or several sub-bundles, which represent metastable, kinetically trapped
states as in Fig. 13.1(b). Furthermore, as we decrease the crosslinker concentration from a
value above X1,c towards a value below X1,c, the bundles undergo a discontinuous unbinding
transition at X1 = X1,c.

We explicitly derive this behavior for filaments of fixed length L but filaments of vari-
able length and/or growing filaments should behave in the same way provided the width of
the length distribution is small compared to its mean value. Our results are in qualitative
agreement with recent experimental observations that bundles of F-actin filaments form
above a threshold concentration of cross-linking proteins [167, 168, 169]. In these experi-
ments, a stable and narrow length distribution is achieved by adding the protein phalloidin,
which inhibits depolymerization, as well as capping proteins such as gelsolin [167, 168, 169].
Our theoretical predictions also apply to bundles of microtubules [292] or carbon nanotubes
[293].

13.2 Model

In order to model a single bundle we consider N parallel filamentous polymers with bending
rigidities κi (i = 1, .., N), persistence lengths Lp,i = 2κi/T where T is the temperature
in energy units, and contour lengths comparable to or smaller than Lp,i. The filaments
are oriented along one axis, say the x-axis, and can be parametrized by two-dimensional
displacements zi(x) perpendicular to the x-axis, see Fig. 13.2, with 0 < x < L, where
L is the projected length of the polymer. Our parametrization is appropriate provided
the longitudinal correlation length is small compared to Lp,i. Since we will focus on the
unbinding or disassembly process, we can put L⊥ = ∞ and, in this way, eliminate one



Chapter 13. Unbinding of Bundles 157

model parameter.
The filament interaction is mediated by cross-linking sticker molecules that adsorb from

the surrounding solution. Each linker consists of a short polymer with adhesive end groups,
see Fig. 13.2. In order to describe the linker degrees of freedom we discretize the filament
into segments of length a‖, i.e., xk = ka‖ and zi,k = zi(xk), and introduce occupation
numbers ni,k = ni(xk) = 0, 1 for linkers at segment k of filament i. The segment length a‖
is given by the size of the crosslinker end group. The Hamiltonian for the filament-linker
system has the form

H =
∑

i

[Hb,i{zi}+H1{ni}] +
∑

i,j

H2{zi−zj , ni, nj} , (13.1)

where the first contribution Hb,i =
∫ L
0 dx1

2κi

(
∂2

xzi

)2 contains the bending energies of the
filaments with bending rigidities κi. The term H1 describes the intrafilament interactions of
linkers. We consider a lattice gas of linkers with hard-core repulsion adsorbing on a filament
with H1 =

∑
k a‖W1ni,k where W1 < 0 is the adhesive energy (per length) of one linker end

group. The third contribution H2 describes the pairwise interactions between filaments i
and j and is given by

H2 =
∑

k

a‖
[
Vr(∆zij,k) +

1
2
(ni,k + nj,k − 2ni,knj,k)Va(∆zij,k)

]
(13.2)

where ∆zij,k ≡ zi,k − zj,k. The first term is the hard-core repulsion of filaments that is
independent of the linker occupation with a potential Vr(z) = ∞ for |z| < `r and Vr(z) = 0
otherwise where `r is of the order of the filament diameter. The second term is the linker-
mediated attraction and is non-zero if one of the filaments carries a linker. Then the
other filament is attracted by a linker-mediated potential Va(z). The filament can gain an
additional energy |W1| if it is in a range `a of the order of the linker size, which we model
by a potential well 1

Va(z) = W1 for 0 < | z| − `r < `a ,

Va(z) = 0 otherwise. (13.3)

The filament interaction (13.2) depends only on the coordinate differences ∆zij,k. Therefore,
the center of mass z̄k ≡ ∑

i zi,k of the filament ensemble decouples and performs free
diffusion. Bundle formation depends only on N−1 z̄k-independent displacement fields such
as, e.g., ∆z1i,k with i = 2, . . . , N .

Now we can trace over the linkers in the grand-canonical ensemble and obtain an effective
interaction Hamiltonian H̄2 [294]. In the limit of low linker densities we find

e−H̄2/T =
∏

i

[
(1−X1) +X1e

−Pj( 6=i)

P
l a‖(Vr+Va)/T

]
(13.4)

1 This potential corresponds to the case ∆ = 0 in chapter 10.
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x1z (x)2z (x)

Figure 13.2: crosslinkers connecting two filaments. Each crosslinker consists of two adhesive endgroups
and a short flexible linker polymer.

with the linker concentration per site, X1 ≡ 〈ni,k, 〉1 where the average is taken with the
Hamiltonian H1. X1 is determined by the concentration of linkers in solution by

X1 ≡ 〈ni,k〉1 = Kcx/(1 +Kcx) , (13.5)

where K is the equilibrium constant of the association reaction of the crosslinker with
the filament and cx is the crosslinker concentration in solution. For weakly bound linkers
|W1| ¿ T/a‖, we can expand and end up with effective pairwise linker-mediated filament
interactions, i.e., H̄2 ≈ 1

2

∑
k a‖[Vr(∆zij,k) + V̄a(∆zij,k)], which have the same functional

form as the bare interactions; the short-range attractive part V̄a is of the form (13.3) with a
strength W̄ ≈ 2X1W1 proportional to the linker concentration on the filament. For strongly
bound linkers |W1| & T/a‖, the strength of the short-range attractive part of the effective
pair interaction is given by e−a‖W̄/T = (1−X1)+X1e

−a‖W̄/T , but higher-order non-pairwise
interactions are also generated. Pairwise filament interactions with potentials of the form
(13.3) can also arise from van-der-Waals, electrostatic, or depletion forces.

13.3 Unbinding of two filaments

The unbinding of two semiflexible polymers with interaction Vr + V̄a has been studied in
detail by transfer matrix methods in Ref. [184]. The unbinding of two filaments was shown
to occur at a critical potential strength

|W̄c| ∼ (T/Lp)(Lp/`a)2/3 (13.6)

(for `a À `r) where Lp = 2κr
12/T is associated with the reduced bending rigidity κr

12 ≡
κ1κ2/(κ1 + κ2) for the relative coordinate ∆z12. For |W̄ | < |W̄c| filaments are unbound
with infinite mean separation 〈|∆z12|〉, for |W̄ | > |W̄c| they form a tightly bound state with
〈|∆z12|〉 < `a +`r. The detailed transfer matrix treatment [184] shows that the transition is
discontinuous in three dimensions. Furthermore, the mean filament separation stays finite
at the transition, 〈|∆z12|〉 ∼ `a + `r, before it jumps to infinity in the unbound phase,
whereas the second moment diverges as 〈(|∆z12| − `r)2〉 ∼ |W̄ − W̄c|−1 upon approaching
the transition. A filament pair thus exhibits pronounced fluctuations close to the unbinding
transition even though the transition is first order. These results are confirmed by MC
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Figure 13.3: MC data for N = 2, 3, 5, 10, 20 identical filaments (with persistence length Lp = 200, contour
length L = 100, potential range `a = 0.001, and hard core radius `r = 0.1; all lengths are in units of ∆x;
lines are guides to the eye). For N = 10, 20 two branches of data are shown corresponding to two different
initial conditions; in the lower branch we prepared a compact cylindrical configuration, in the upper branch
(thick lines) we arranged filaments initially in a plane. (a) Mean energy 〈H〉/NL per filament (in units of
T ) as a function of the effective potential strength |W̄ |. Arrows correspond to the snapshots in Fig. 13.1.
(b) Logarithmic plot of the mean filament separation 〈∆z〉 ≡ 〈|∆zij | − `r〉 (in units of ∆x) as a function of
the reduced potential strength (|W̄ | − |W̄c|)/|W̄ |.

simulations which also show that the critical exponents do not depend on the presence or
absence of the hard-core Vr.

13.4 Unbundling of three filaments

Whereas the critical behavior of two unbinding filaments can be obtained from the exact
transfer matrix treatment, this is no longer possible for three or more filaments. Therefore
we use an effective 2-polymer model to approach the question whether bundling happens
in a single transition. For filaments with very heterogeneous bending rigidities we expect a
cascade of two pairwise binding transitions. According to (13.6) the pair with the highest
reduced κr

ij [say (ij) = (12) assuming that κ1 ≥ κ2 ≥ κ3] binds in a first transition, before
the third filament joins the resulting pair bundle in a second transition. Fluctuations of
the center of mass of the pair bundle are governed by a rigidity κc

12 ≡ κ1 + κ2. The
binding transition of the third filament is then governed by a reduced rigidity κ123 ≡
κc

12κ3/(κc
12+κ3) and a potential strength W̄123 = 2W̄ . For both transitions we can calculate

the critical potential strength W̄c using (13.6). If |W̄c| is smaller for the second transition,
our assumption of a transition cascade is inconsistent. This leads to the criterion 8κ123 > κr

12

for the existence of a single transition, which is remarkably robust against bending rigidity
heterogeneity. For κ1 = κ2 > κ3, a single transition exists as long as κ3 > 0.06κ1.
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13.5 Unbundling of N filaments

For N identical (κi = κ) parallel filaments, we proceed similarly and consider the unbinding
of two sub-bundles consisting of M and N −M filaments. A sub-bundle of M filaments
has a rigidity κc

M = Mκ, and the unbinding of the two sub-bundles is governed by the
reduced rigidity κr

M = M(N −M)κ/N . The effective sub-bundle attraction W̄M is the
product of the pair attraction W̄ and the difference ∆nnn in the number of interacting
filament pairs upon separating the sub-bundles, i.e., W̄M ∼ W̄∆nnn. Applying the result
(13.6) to the two sub-bundles, we find that they unbind at a critical potential strength
W̄c(M) ∼ W̄ pair

c M−1/3/∆nnn(M) for N ÀM , where W̄ pair
c is the critical potential strength

for a filament pair. In deriving this result we used that due to the repulsive part of their
interaction, filaments in large bundles only interact with a limited number q of nearest
neighbors for short-range attractions as mediated by crosslinkers (this is not the case for
sufficiently long-range interactions). We find that |W̄c(M)| decreases withM such that there
is a single unbundling transition, which takes place if a single filament losing ∆nnn ≈ q/2
nearest neighbors unbinds from the bundle. For large N , this leads to the N -independent
result W̄c ≈ W̄c(M = 1) ∼ 2W̄ pair

c /q. For small N , |W̄c| decreases monotonically from the
pair value |W̄ pair

c |. In the absence of a hard-core repulsion, on the other hand, we expect
|W̄c| to vanish as ∼ 1/N for large N since all filaments attract each other.

13.6 Monte Carlo simulations

To gain further insight into bundle formation we have performed extensive MC simu-
lations for bundles containing up to N = 20 filaments using the effective Hamiltonian
H =

∑
iHb,i +

∑
i,j H̄2 which is obtained after integrating out cross-linking stickers. Fila-

ments are discretized into L/∆x points along the x-direction, in which we apply periodic
boundary conditions. In each MC step we attempt a random perpendicular displacement
in the z-direction. These MC simulations can be used to determine the locus and order
of the unbinding transitions since the mean energy 〈H〉, see Fig. 13.3a, exhibits a discon-
tinuity across a first order transition. To gain further insight into bundle morphologies we
also measure the mean segment separation 〈|∆zij | − `r〉, see Fig. 13.3b, which is directly
proportional to the mean bundle thickness that can be determined by optical microscopy
in experiments.

Our MC simulations confirm that for bundles containing up to N = 20 filaments there is
a single, discontinuous unbinding transition, see Fig. 13.3a. In the presence of a hard-core re-
pulsion, we also observe saturation of the critical potential strength W̄c to a N -independent
limiting value for large N as predicted analytically. As can be seen in Fig. 13.1a typical
bundle morphologies close to the transition are governed by pair contacts of filaments. The
bundle thickness, as given by the mean segment separation 〈|∆zij | − `r〉, stays finite up
to the transition, see MC data in Fig. 13.3b. For increasing N , an increasing number of
higher moments 〈(|∆zij | − `r)m〉 remains finite at the transition showing that the critical
thickness fluctuations of large bundles become small [it can be shown that all moments with
m < 2(N − 1)(3N − 4)/3 remain finite at the transition].
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Deep in the bundled phase, i.e., for large |W̄ |, our MC simulations show that bundles
do not always reach their equilibrium shape. Small sub-bundles containing typically N ∼ 5
filaments form easily, start to entangle, and further equilibration is kinetically arrested
suggesting that the bundle is in a “glass” phase. Fig. 13.1b shows the segregation into sub-
bundles in a typical configuration and Fig. 13.3a shows the corresponding rise in the mean
bundle energy per filament which approaches theN = 5 result. In Fig. 13.3b the pronounced
rise of the mean separation for N > 5 with increasing potential strength and with increasing
N is due to the segregation. This behavior is reminiscent of the experimentally observed
F–actin structures consisting of networks of small bundles [168]. Only when starting from
a sufficiently compact initial state, bundles relax towards the equilibrium form in the MC
simulation, which is a roughly cylindrical bundle with a hexagonal filament arrangement
(q = 6) as shown in Fig. 13.1c. In contrast to the segregated form, the bundle thickness
and the mean energy per filament of the equilibrium form decrease with increasing N , as
can be seen in Fig. 13.3. Both types of bundles swell as one increases the hard core `r.

13.7 Discussion and Conclusion

The critical potential strength W̄c corresponds to a critical crosslinker concentration X1,c.
For weakly bound linkers |W1| ¿ T/a‖, we have a simple linear relation W̄ ≈ 2X1W1

such that X1,c ≈ W̄c/2W1. The corresponding relation for strongly bound linkers is more
complicated. Unbundling can be studied experimentally by (i) isolating a bundle of N
filaments from a system at high crosslinker concentration using, e.g., a micropipette and (ii)
transferring the bundle to crosslinker solutions of lower concentration, where it eventually
unbinds for X1 < X1,c.

We have shown that long parallel filaments in a finite compartment distribute evenly
for |W̄ | < |W̄c|, whereas they bind into a single bundle for |W̄ | > |W̄c|. In the parallel
filament model, we neglect the translational entropy Str ∼ (N − 1) ln(ND2/L2

⊥) where D
and L⊥ are the diameter of a single filament and the system’s extension perpendicular to
the filaments, respectively. This entropic contribution is indeed negligible compared to the
binding free energy in the limit of large L provided L⊥ ¿ DN1/2eLJq/4T . The phase with
homogeneously distributed parallel filaments for |W̄ | < |W̄c| can be interpreted as a low-
density nematic phase, whereas the bundle that forms for |W̄ | > |W̄c| resembles a domain
of a high-density nematic phase which coexists with a phase of small filament density.

In order to include translational and rotational entropy we can map the ensemble of
semiflexible filaments considered here onto an ensemble of rigid rods of length L and diam-
eter D at a certain concentration c [295, 296]. The effective pairwise attraction (per length)
J is given by the bundling free energy of the filaments, which arises from the competition
of configurational entropy and short-range attraction and is given by J ∼ W̄c − W̄ > 0 for
|W̄ | > |W̄c| and by J = 0 for |W̄ | < |W̄c|. As shown in Refs. [295, 296], the hard rod system
separates into a high-density nematic phase and a low-density nematic or isotropic phase
above a critical attraction, i.e., for J > J∗ = J∗(c, L). The critical value J∗ behaves as
J∗ ∼ 1/L [295] in the limit of large L which is consistent with our result that, in the same
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limit, N parallel filaments form a bundle for |W̄ | > |W̄c| or J > 0 corresponding to J∗ = 0.
The phase separation for J > J∗ is in qualitative agreement with the experimental results
in Refs. [167, 168, 169]. An intermediate gel phase as observed in Ref. [167] is absent in
the rigid rod model since this phase is presumably governed by entanglement effects.

In conclusion, we have shown that bundles of long, parallel filaments which adhere
via molecular crosslinkers, undergo a single, discontinuous unbinding transition at a finite
crosslinker concentration. Therefore, bundle assembly and disassembly can be controlled
by varying the crosslinker concentration in the surrounding solution. Large bundles can be
kinetically trapped in glass-like states consisting of several subbundles.



Chapter 14

Active Nematic Ordering in
Motility Assays

We theoretically study the cooperative behavior of cytoskeletal filaments in motility assays in
which immobilized motor proteins bind the filaments to substrate surfaces and actively pull them
along these surfaces. Because of the mutual exclusion of the filaments, the coupled dynamics of
filaments, motor heads, and motor tails leads to a nonequilibrium phase transition which general-
izes the nematic-isotropic phase transition of the corresponding equilibrium system, the hard-rod
fluid. Langevin dynamics simulations show that the motor activity enhances the tendency for
nematic ordering. We develop a quantitative theory for the location of the phase boundary as a
function of motor density. At high detachment forces of motors, we also observe filament clusters
arising from blocking effects.

14.1 Introduction

In biological cells, small forces generated by motor proteins organize and rearrange cy-
toskeletal filaments and give rise to active, non-equilibrium filament dynamics, which plays
an important role for cell division, motility, and force generation [131]. Whereas conven-
tional “passive” polymer dynamics is driven by thermal fluctuations [123], active filament
dynamics is characterized by a constant supply of mechanical energy by motor proteins,
which hydrolyze adenine triphosphate (ATP). Active filament dynamics has been studied in
vitro using solutions of microtubules and two-headed kinesin motor proteins [170, 171, 172]
or , where the formation of patterns such as asters and vortices is observed. Theoretical
studies of such patterns [174, 175, 176, 177, 178, 179] have used a coarse-grained contin-
uum description with kinetic equations for filament density and orientation fields and a
motor density field. In these approaches it is inherently difficult to relate the macroscopic
transport coefficients of such descriptions to the experimentally accessible microscopic pa-
rameters of the system. Based on experimental work on actin solutions containing myosin
motor minifilaments [297] it has been suggested that the effect of motor activity can be
described by an increased effective temperature in the non-equilibrium system [298]. The-
oretical work on solutions of polymerizing filaments shows that also active polymerization

163
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a b

Figure 14.1: Snapshots of rodlike filaments on a motor coated substrate with randomly
distributed motors and periodic boundary conditions. The filament concentration is ρ =
2/L2, i.e., below the critical concentration of the equilibrium nematic-isotropic transition.
For detachment forces Fde = Fst, we find (a) an isotropic phase at low motor surface density
σwL = 0.03 and (b) active nematic ordering at high motor surface density σwL = 0.09.

dynamics can give rise to pattern formation [299].

In this chapter, we study dynamics and pattern formation of many filaments in motility
assays, where filaments glide over a planar substrate driven by motor proteins whose tails
are anchored to the substrate. Motility or gliding assays are by now a standard tool to
characterize motor proteins by analyzing the transport velocities of single filaments gliding
over the substrate. In this work, we focus on the cooperative behavior of many filaments,
which are transported in a confined two-dimensional assay such that a hard-core repulsion
is effective. This system has been considered previously by a mapping to a coarse-grained
spin model [300], which raises again the problem of relating the effective model parameters
to experimentally accessible microscopic system parameters. The equilibrium system cor-
responding to the motility assay in the absence of motors is the two-dimensional hard-rod
fluid, which exhibits an isotropic-nematic ordering transition above a critical density of
filaments [301, 302]. In the absence of motors, the theory of the passive dynamics of the
hard-rod fluid has been established in Refs. [305, 306, 307]. In this Letter, we show both
numerically using a microscopic simulation model and analytically that the nematic order-
ing is enhanced by the presence of motor activity due to the combined effect of hard-core
filament interactions and active forces exerted by the motors. Using previous results for
the persistent motion of single filaments [181, 303, 304] we extend the dynamic mean-field
theory for nematic ordering [305, 306, 307] to active systems. From the theoretical treat-
ment, we derive the concept of an increased effective length, which successfully explains
our simulation data and allows to obtain the phase behavior in terms of the experimentally
accessible microscopic model parameters.
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Figure 14.2: Schematic top view of a filament in the motility assay with two motors
attached. The configuration of filament i is specified by the position ri of its center of mass
and its orientation angle θi or its orientational unit vector ui = (cos θi, sin θi). The attached
motor α is anchored at rα

0 and its head is positioned at rα
i .

14.2 Model

Our microscopic model for motility assays describes filament configurations, motor heads,
and polymeric motor tails as separate degrees of freedom. One end of the motor tail is
anchored to the substrate, and the motor head on the other end can bind to a filament in
the correct orientation due to the tail flexibility. Once bound the motor head moves along
the filament thereby stretching the polymeric tail, which gives rise to a loading force acting
both on the motor head and the attached filament. This force feeds back onto the motion
of the bound motor head, which moves with a load-dependent motor velocity [308, 309].
Filaments follow an overdamped dynamics with external forces from the stretched motor
tails and the repulsive filament-filament interaction.

To proceed, let us consider N rigid filaments of length L (with index i = 1, ..., N) on
a planar substrate.1 The configuration of filament i can then be specified by the two-
dimensional vector ri for its center of mass and by the angle θi for its orientation, see Fig.
14.2. The orientational unit vector of the filament is ui = (cos θi, sin θi). The filament is
subject to forces Fα

i from Ni attached motors (with index α = 1, ..., Ni). Each such force
arises from the polymeric tail of motor α, which is stretched by the directed motion of
the motor head on the filament, which will be described below. The end-to-end vector of
the polymeric tail is ∆rα ≡ rα

i − rα
0 , where the motor tail is anchored at rα

0 and the head
position is rα

i . We model the polymeric tail as a freely jointed chain, which is stretched
by the force −Fα

i pointing in the direction ∆rα. The absolute value |Fα
i | is obtained by

inverting the force-extension relation of a freely jointed chain, |∆rα|/Lm = fFJC(|Fα
i |bm/T ),

where Lm and bm are the total contour length and monomer length of the polymeric motor
tail, respectively, and fFJC(x) ≡ 1/ tanhx − 1/x, see [183]. In addition to motor forces,
the filaments are subject to interaction forces Fij due to the purely repulsive interactions
between filaments i and j corresponding to a hard-rod interaction for filaments of diameter

1 Deformable filaments can be modeled by introducing segments connected by elastic springs and hinges
[P. Kraikivski, Ph.D. thesis, Universität Potsdam, 2005].
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D.
Under the influence of the motor forces Fα

i and the interaction forces Fij each fila-
ment i performs an overdamped translational motion, which is described by the stochastic
Langevin-type equation of motion

Γ · ∂tri =
∑Ni

α=1
Fα

i +
∑N

j=1
Fij + ζi , (14.1)

where Γ is the matrix of translational friction coefficients, which is given by friction co-
efficients Γ‖ and Γ⊥ for motion parallel and perpendicular to the filament orientation ui,
respectively, Γ = Γ‖ui ⊗ ui + Γ⊥(I − ui ⊗ ui) [123], where I is the unit matrix and ⊗
the dyadic vector product. ζi(t) are the Gaussian distributed thermal random forces with
correlations 〈ζi(t)⊗ ζj(t′)〉 = 2TΓδijδ(t− t′).

In addition to filament translation motor and interaction forces give also rise to the
torques Mα

i = |(rα
i − ri)×Fα

i | and Mij , respectively. These torques lead to an overdamped
rotational dynamics, which is described by

Γθ∂tθi =
∑Ni

α=1
Mα

i +
∑N

j=1
Mij + ζθ,i , (14.2)

where Γθ is the rotational friction coefficient and ζθ,i(t) is a Gaussian distributed thermal
random torque with correlations 〈ζθ,i(t)ζθ,j(t′)〉 = 2TΓθδijδ(t − t′). Note that all friction
coefficients Γ‖, Γ⊥ and Γθ are known from the passive filament dynamics.

The dynamics of motor heads is described by a deterministic equation of motion

∂tx
α
i = v(Fα

i ) , (14.3)

where |xα
i | ≤ L/2 defines the position of the motor α along the rod i, i.e., rα

i = ri + xα
i ui,

i.e., the filament polarity is such that the motor head moves in the direction ui. The
motor velocity v is a function of the loading force Fα

i which builds up due to stretching
of the motor tail. We use a force-velocity relation with a maximum value vmax for forces
Fα

i · ui ≥ 0 pulling the motor forward, a linear decrease for forces Fα
i · ui < 0 pulling the

motor backwards, and v = 0 for Fα
i · ui < −Fst, where Fst is the stall force [308, 309].

We assume that the motor binds to the filament when the distance between the position
of the fixed end of the motor tail at rα

0 and the filament is smaller than a capture radius w.
Apart from the stall force Fst the motor is also characterized by its detachment force Fde,
above which the unbinding rate of the motor head becomes large. For simplicity we assume
in our model that the motor head detaches whenever the force Fα

i exceeds a threshold
value Fde. We consider the case of processive motors with a high duty ratio close to unity,
i.e., motors detach from a filament only if they reach the filament end or if the total force
becomes larger than the detachment force Fde.

14.3 Simulation

Using the above model we performed simulations of gliding assays for a random distribution
of motors with a surface density σ and periodic boundary conditions. At each time step ∆t
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Figure 14.3: The phase diagram of the gliding assay as a function of the dimensionless
filament density ρL2 and dimensionless surface motor density σLw for a detachment force
Fde = Fst. Each simulation run corresponds to one data point; arrows correspond to the
snapshots in Fig. 14.1. If the average order parameter 〈S〉 < 0.2, the system is in the
isotropic phase (black squares, grey area), if 〈S〉 > 0.2 it is in the nematic phase (green
triangles, green area). Simulation parameters are explained in the text. The solid line
represents the analytical result (14.7).

we update the motor head position xα
i and filament position by using the discrete version of

the equations of motion (14.1), (14.2), and (14.3). The parameter values that we choose for
the simulations are comparable with experimental data on assays for conventional kinesin.
The simulation results presented in Figs. 14.1 and 14.3 have been obtained for assays with
quadratic geometry and size 25µm2 with rigid filaments of length L = 1µm and diameter
D = L/40 at room temperature T = 4× 10−3pNµm. Friction coefficients are Γ⊥ = 2Γ‖ =
4πηL/ ln(L/D) and Γθ = Γ‖L2/6, where η is the viscosity of the surrounding liquid. We use
a value η = 0.5pN s/µm2 much higher than the viscosity of water, ηwater ∼ 10−3pN s/µm2,
which allows to take larger time steps and decreases the simulation time. We checked that
this does not affect results. We use a maximum motor speed of vmax = 1µms−1 and a stall
force of Fst = 5pN. The capture radius for motor proteins is w = 10−2µm and the length
of the fully stretched motor tail Lm = 5× 10−2µm.
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Figure 14.4: Snapshot of a cluster of mutually blocking filaments for large detachment force
Fde = 10Fst using otherwise the same parameters as in Fig. 14.1(b) [ρ = 2/L2, σwL = 0.09].

14.4 Phase behavior

Motor activity strongly modifies the nematic ordering of rigid filaments of length L and
diameter D in a motility assay. Therefore, both the rod density ρ and the motor density σ
are essential in order to determine the phase behavior of the non-equilibrium motility assay,
which can be described in the plane of the two dimensionless parameters ρL2 and σwL.
Nematic ordering in a system of N filaments can be characterized by the time averages of
the order parameter S ≡ ∑

i6=j cos (2(θi − θj))/N(N − 1). In an infinite system, we expect
〈S〉 = 0 in the isotropic phase and 〈S〉 = 1 for perfect nematic order. In equilibrium,
i.e., in the absence of motors (σ = 0) we find a continuous nematic-isotropic transition
at a critical density ρc,0 ' 4.3/L2 in the simulation, which is in good agreement with the
analytic result ρc = 3π/2L2 based on Onsager’s theory [302]. The equilibrium transition is
found numerically from the inversion point of the curve 〈S〉 = 〈S〉(ρ) for a value 〈S〉 ' 0.2,
which we also use as the threshold value for active nematic ordering if motors are present
(σ > 0). Snapshots of the actively driven system in the isotropic and nematic phase are
shown in Figs. 14.1a and b, respectively. In the resulting phase diagram Fig. 14.3, the
critical density ρc for active nematic ordering decreases with increasing motor density, i.e.,
nematic ordering is favored if more mechanical energy is fed into the system. The transition
is continuous also for non-zero motor-density. Note that in the presence of motor activity,
there is a non-vanishing filament current in the nematic phase, which is characteristic for a
non-equilibrium phase.

Mutual blocking of filaments can lead to kinetically arrested filament clusters as shown
in Fig. 14.4. We find that stable arrested clusters appear if the detachment force Fde is
large compared to the stall force Fst such that the maximal force transmitted to a filament
through collisions does not lead to detachment of the filament and dissolution of the cluster.
Because collisions between filaments are exceptional in the isotropic phase, clusters occur
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primarily in the nematic phase region.

14.5 Theory

The motion of a filament with contour length L is characterized by stochastic switching
between rotational and translational diffusion if no motors are attached, directed translation
in rotationally diffusing directions if one motor is attached, and directed translation in one
direction if two or more motors are attached. The relative frequency of these types of motion
depends on the mean number of motors attached to the filament or the mean distance 〈dm〉
between bound motors and, thus, on the surface motor concentration σ [181]. In the limit
of high motor concentration a filament has two or more bound motors on average and
〈dm〉 ∼ 1/σw. The single filament performs a persistent walk with a persistence length
[181]

ξp =
L+ 2〈dm〉
L+ 3〈dm〉

〈dm〉2
L

(
eL/〈dm〉 − 1− L

〈dm〉
)

(14.4)

corresponding to a persistence time tp = ξp/vF , where vF is the mean filament velocity.
This velocity can be obtained by simultaneously equating the filament friction force with
the total motor driving force and the filament velocity with the motor velocity in the
steady state, which gives vF = vmax(1 + Γ‖vmax〈dm〉/LFst)−1. A coarse-graining in time
by averaging over time intervals of one persistence time tp leads to an effective random
walk of a single filament. On time scales larger than tp the dynamics of a filament is again
described by a diffusion equation as for passive dynamics. In the mean-field approximation
the average number density of rod-like filaments f(r,u, t) in the configuration (r,u) satisfies
the following Smoluchowski equation [123, 305, 306, 307]:

∂tf = T∇r · Γ−1 · (∇rf + f∇rW̄
)

+ TΓ−1
θ Ru[Ruf + fRuW̄ ], (14.5)

where Ru ≡ u × ∂u is the rotational operator. TW̄ ≡ ∫
dr′du′W (r− r′,u,u′)f(r′,u′, t)

is a steric mean-field interaction, while TW (r− r′,u,u′) represents the steric interaction
potential between two filaments with center of masses and orientations (r,u) and (r′,u′).
The directed motion due to motors increases the number of collisions between filaments and,
thus, the length scale over which filaments interact with each other. During a persistence
time interval tp two filaments in configuration (r,u) and (r′,u′) collide if the connection
vector r− r′ can be constructed as a linear combination uξ + u′η of the rod orientations
with −L/2 < ξ, η < L/2 + ξp and |ξ − η| < L/2. Therefore, we obtain a steric interaction
potential

W = |u× u′|
∫ ∫ L/2+ξp

−L/2
dξdηΘL(ξ − η)δ(r− r′ + uξ + u′η), (14.6)

where ΘL(ξ − η) equals one if |ξ − η| < L/2 and zero otherwise. Performing an analogous
stability analysis as in Refs. [305, 306, 307] using the modified interaction potential (14.6)
we finally obtain the critical filament density of the active isotropic-nematic transition,

ρc = c/L[L+ ξp(〈dm〉, L)] (14.7)
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with c = 3π/2 from the analytical mean-field calculation. In the absence of motors we have
ξp = 0 and the result (14.7) reduces to the equilibrium result of Ref. [302]. Using the result
(14.4) for the persistence length ξp = ξp(〈dm〉, L), we obtain an explicit expression of the
nematic-isotropic phase boundary in the active system in terms of the microscopic model
parameters, which is in good agreement with all simulation results, see Fig. 5.2. Beyond
mean-field, we expect an increased numerical prefactor c in (14.7) but the same parameter
dependence.

The result (14.7) corresponds to an effectively increased filament length Leff =
√
L(L+ ξp)

as compared to the equilibrium system, which explains that motor activity actually favors
nematic ordering. In deriving (14.6), we have established a mapping of the non-equilibrium
driven system onto an equilibrium system with larger effective filament length. This map-
ping only applies within the isotropic phase as it is based on the statistical properties of
the motion of a single filament (or non-interacting filaments) but can be used to calculate
the stability boundary (14.7) of the isotropic phase. The motor-activity also increases the
effective diffusion constant of single filaments to Deff ∼ DT + ξpvF [181, 303, 304]. Thus,
using the Einstein relation DT = T (Γ−1

‖ + 2Γ−1
⊥ )/3 [123] for the thermal diffusion constant

we might define an increased effective temperature Teff ∼ T + 3ξpvF /(Γ−1
‖ + 2Γ−1

⊥ ) for the
isotropic phase. For steric filament interactions, however, this effective temperature does
not influence the phase behavior.

14.6 Experimental realization

Confinement of filaments to strictly two dimensions is hard to realize experimentally but it
has been observed that microtubules in a dynein motility assay exhibit hard-core interac-
tions also in the absence of such a confinement [310]. Alternatively, we propose to consider
a three-dimensional filament solution that is confined between two plates with anchored
motors. The motor activity can induce an active surface nematic ordering of the filaments,
which eventually propagates into the bulk if the filament density is sufficiently close to the
critical density of the equilibrium Onsager transition in three dimensions.

14.7 Conclusion

We have presented simulations and a theoretical description of the phase behavior of fil-
aments in a two-dimensional motility assay. The corresponding equilibrium system is the
two-dimensional hard-rod fluid, which exhibits a nematic-isotropic phase transition. We
have found that actively driven systems undergo an analogous phase transition and the mo-
tor activity enhances the tendency for nematic ordering. A similar enhancement is found in
three-dimensional active filament solutions [175]. For the two-dimensional motility assays
we have determined the phase boundary (14.7) for active nematic ordering by motors in
terms of experimentally accessible microscopic model parameters. For high motor detach-
ment forces Fde À Fst, we also find kinetically arrested filament clusters within the nematic
phase region.
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Conclusion and Outlook

In conclusion, we have presented theoretical results for a number of cooperative phenomena
displayed by fluctuating semiflexible polymers or biological filaments.

We presented theoretical descriptions for several single polymer manipulation experi-
ments. The manipulation techniques ranged from simply confining filaments in chapter 8,
the stretching of semiflexible chains in chapter 9 to force-induced desorption of the unzip-
ping of filaments in chapter 11 and the forced sliding over an adhesive structured substrate
in chapter 10. The theoretical results show how all of these manipulation techniques allow
to extract information from the experiment about (i) the material properties of the filament,
in particular its persistence length, and (ii) the properties of filament interactions such as
the width of the confining channel, the strength of the adsorbing potential, or the effective
potential barriers of the structured adhesive substrate.

Then we went on to study the formation of biologically relevant filament structures
through equilibrium phase transitions, in particular, the bundling of filaments. In order to
understand the formation of such complex structures, we started from conceptually simple
association transitions of single filaments in chapter 10. Using transfer matrix techniques
we were able to obtain a complete analytical description of the bundling of two filaments or
the adsorption of a single filament on an adhesive substrate. Building on these results and
combining the analytical arguments with Monte Carlo simulations we studied the formation
of filament bundles containing up to N = 20 filaments in the presence of filament attractions
mediated by crosslinking proteins in chapter 13. In agreement with experimental results,
we find a single discontinuous bundling transition and the tendency of large bundles to
segregate into small sub-bundles due to slow kinetics for strong filament attraction.

Finally, we addressed cooperative structure formation in an active filament system far
away from thermal equilibrium in chapter 14. In the living cell, filaments of the cytoskeleton
are actively rearranged by motor proteins and polymerization and de-polymerization, which
are both ATP- (or GTP-) driven processes. We studied the underlying principles of this
conceptually new type of polymer dynamics in motility assays, where motor proteins are
immobilized on a solid substrate. They bind filaments and actively pull the filaments over
the substrate. We found that the interplay between repulsive filament interactions and
the active forcing by motor proteins leads to an enhanced nematic ordering of filaments as
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compared to the equilibrium situation in the absence of motor activity. This principle of
structure or pattern formation is likely to play a role in other active filament assemblies.

I want to conclude this part of the thesis by an outlook for possible future extensions
of the theoretical work presented in this thesis. In statistical physics, we have witnessed a
growing interest in the quantification of non-equilibrium fluctuations in recent years. One
prominent example is Jarzynski’s non-equilibrium equality [311]. Experiments on single
polymers, such as the unzipping of RNA [312], have provided the first quantitative tests of
such relations. Due to their advantages in single molecule manipulation, stiff, semiflexible
polymers appear to be ideal for further experiments, which would involve the description
of the interplay of thermal fluctuations and bending rigidity on the theoretical side.

Regarding assemblies of filaments, there are many open questions concerning their non-
equilibrium active dynamics. One interesting aspect – both for biological systems and
for novel applications of synthetic semiflexible polymers – is force generation, either by
polymerization forces or by zipping mechanisms in the presence of attractive interactions.
Polymerizing filament bundles are particular interesting structures in this respect because
they represent versatile modules for force generation in the cell. The force that can be
generated by a bundle will depend on the number of filaments in the bundle, the filament
stiffness, and the degree of crosslinking of the bundle. Because a relatively large number
of firmly crosslinked filaments can build an effectively much more rigid structure, which
can generate stronger forces, polymerizing bundles built from many, relatively flexible actin
filaments provide a more versatile and tunable force-generating structure than single stiff
microtubules. Preliminary results also show that the zipping of attractive filaments in a
bundle can also provide an efficient mechanism for force generation, which does not rely
on ATP-hydrolysis. Similar zipping mechanisms play an important role for the adsorption
kinetics of synthetic semiflexible polymers [313], which suggests to exploit them for force
generation in synthetically built nanosystems.

Another important aspect yet to be investigated theoretically are rheological proper-
ties of bundles, in particular, at forces larger than thermal forces which are present in the
cell through active processes. Isotropic filament solutions and networks have been studied
intensively by various rheological techniques [314] but also for isotropic networks their re-
sponse to large forces as they can be generated, for example, by molecular motors in the
cytoskeleton is not understood from a theoretical point of view.

The works presented in this thesis might also have applications or implications with
respect to materials science. From a materials science point of view, the filament meshwork
in the cytoskeleton of a cell can be described as a fibrous material. The physics of such
materials is not only relevant to biology but also important for many applications through-
out materials science, where cellulose or paper represents the technologically most relevant
material. In such materials fiber length are typically in the mm-range and fiber diameters
in the µm-range, which gives rise to a much higher bending rigidity as for typical biological
filaments. Therefore, thermal fluctuations are less important in these materials but adhe-
sive interactions play an equally important role and can be compared to the crosslinks in
the biological filament network.

Finally, I want to point out some important parallels between both parts of the the-
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sis, which treat seemingly very different physical systems, the ensemble of vortex lines from
condensed matter theory at low temperatures and fluctuating biological filament ensembles.
In both systems, we are interested in structure formation based on the ordering of line-like
objects, which can be described using the theory of phase transitions. In both systems,
different phases occur due to the flexibility of strings and filaments which makes them sus-
ceptible to fluctuations. Upon increasing thermal fluctuations the vortex lattice melts and
a filament bundle unbinds. However, there is a crucial difference concerning the microscopic
interactions in these systems: Vortex lines have a purely repulsive interaction and are hold
together by a “pressure” exerted by the external magnetic field, whereas filament bundles
are hold together by attractive filaments interactions. But filaments also have a short-range
hard-core repulsion, which suggests that a “solid” bundle phase could exist with hexagonal
order, which melts into a liquid bundle phase prior to the unbundling transition. It will
be interesting to study such bundle melting scenarios experimentally and theoretically, for
example, using Lindemann criteria as for the vortex lattice.
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Appendix A

Part I

A.1 List of Symbols, Part I

The notation is mostly adapted from Ref. [7].

a FLL spacing
az basic length scale in z-dir.
B magnetic induction
b Burger’s vector
b = B/Bc2 reduced magnetic induction
bcd cylindrical pinning potential radius, (5.2)
bdc decoupling transition field
bm thermal melting field
bsv single-vortex pinning field, (3.31), (3.32)
bt order-disorder or amorphization transition field
bx intersection field of bm and bt
b2D 2D crossover field, (3.15)
γ pinning strength parameter, (3.20)
γD dislocation anisotropy, (4.3)
cL Lindemann number, (3.1)
c44(K, q) (dispersive) FLL tilt modulus
c66 FLL shear modulus
d layer spacing
d⊥ transversal dimensionality
δ pinning strength parameter, (3.21), (3.23), (3.24)
δd layered pinning strength parameter, (3.22)
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ED dislocation core energy
Eex exchange energy (5.7)
Es dislocation self-energy, (4.2)
E0 pancake ground state energy, (3.34)
E1 vortex binding energy, (5.4)
Er collision repulsion energy, (5.6)
ε anisotropy ratio, (3.9)
εD dislocation stiffness, (4.8)
εd layered anisotropy, (3.12)
εl line tension
εl(q) (dispersive) single-vortex line tension
ε0 characteristic line energy
FD single dislocation free energy
f(ρ) dislocation ensemble free energy
GA, GB necklace partition sums
Gi Ginzburg number
Gi2D 2D Ginzburg number
G(z) grand-canonical partition sum
g(r) effective dislocation random potential
H magnetic field
HD single dislocation Hamiltonian
jc single-vortex critical current
jpl critical plastic current
j0 depairing current
K isotropized elastic constant, (4.6)
Kx dislocation bundle compression modulus
Kz dislocation bundle tilt modulus
κ Ginzburg-Landau parameter
L vortex length
Lc collective pinning or Larkin length, (3.25), (3.29)
Ld dispersion length scale, (3.11)
Lpl plastic pinning length, (4.27)
L0 single-vortex length, (3.6)
λab magnetic penetration depth
λ̃ab effective magnetic penetration depth
µ creep exponent
µpl plastic creep exponent
N vortex number
P (z) generating function of pn

Pr modified generating function, (5.9)
pn return probability
Ra positional correlation length
RD dislocation spacing
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ρ (areal) dislocation density
σ(r) random stress field
Σ(r) σ-correlations
T temperature (in energy units, i.e., kB ≡ 1)
Td crossover temperature to strong Josephson coupling, (3.13)
Tde delocalization temperature
Tdp depinning temperature, (3.28)
Tk dislocation kink temperature, (4.10)
Tm thermal melting temperature
T 2D

m 2D melting temperature
Tx intersection temperature of bm and bt
T ∗ crossover energy, (5.4)
t = T/Tc reduced temperature
Ucd cylindrical pinning potential depth, (5.2)
uD(z) single dislocation displacement
uD(x, z) dislocation bundle displacement
Up pancake pinning energy
Upl plastic creep energy barrier
U∗ pancake energy barrier, (3.35)
u(R, z) vortex displacement
Vcd cylindrical pinning potential, (5.2)
Vr repulsive vortex interaction, (5.5)
vex exchange Boltzmann-factor
vr collision Boltzmann-factor
Wp Peierls barrier
ξab coherence length
ζD dislocation roughness
ζRM vortex roughness in RM regime
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A.2 Material parameters of type-II superconductors

For the low-Tc compound NbSe we use the following set of material parameters:

Tc ≈ 6 K ,

ε ≈ 1/3 ,
ξab ≈ 100 Å ,

λab ≈ 2000 Å , (A.1)

which leads to κ ≈ 20, Gi ≈ 1.7 × 10−6. NbSe has no layered structure which can be
formally considered as the limit εd ≈ 0. Pinning is typically weak with δ/ε ≈ 10−9.

For the moderately anisotropic high-Tc compound YBCO we use

Tc ≈ 90 K ,

ε ≈ 1/5 ,
ξab ≈ 15 Å ,

λab ≈ 1500 Å ,

d ≈ 12 Å , (A.2)

which leads to κ ≈ 100, Gi ≈ 10−2, and εd ≈ 0.008 ¿ ε. A typical pinning strength is
δ/ε ≈ 10−2.

For the strongly layered high-Tc material BSCCO we use

Tc ≈ 100 K ,

ε ≈ 1/200 ,
ξab ≈ 100 Å ,

λab ≈ 2000 Å ,

d ≈ 15 Å ,

(A.3)

which leads to κ ≈ 200, Gi2D ≈ 0.096, T 2D
m ≈ 10 K, εd ≈ 0.0075 > ε, and Td ≈ 55 K. A

typical value for the pinning parameter is δd ≈ 104 À 1 corresponding to Up ≈ 10 K.
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Part II

B.1 List of Symbols, Part II

AE(α) coefficient function, (10.10)
Ai Airy function
a half distance between potential minima, (12.2)
a‖ filament segment length
α motor index
b bond length
bb blob size (9.10)
bm monomer length of polymeric motor tail
b0 equilibrium bond length
C2D(x, x′) gradient correlation function, (8.5)
C(x) correlation scaling function, (8.5)
Cp(x), Cp(x) correlation functions, parabolic channel, (8.7), (8.9)
cx crosslinker concentration in solution, (13.5)
χ contact probability exponent
χa attractive potential well contact exponent, (10.14)
χa,r attractive potential well and hard wall contact exponent, (10.16)
Df filament thickness parameter
D filament diameter
Dk kink diffusion constant
Deff effective filament diffusion constant
DT thermal filament diffusion constant
d dimensionality
d kink separation
d⊥ transversal dimensionality
〈dm〉 mean distance between bound motors
∆ orientation dependence exponent, (10.1)
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Ea adsorption energy
Eb bending energy
Ef stretching energy
Ek kink energy, (12.7)
En transfer matrix energy eigenvalues
Es spring energy
Esc characteristic energy
∆En critical nucleus excess energy
ε relative bond extension
η viscosity
ηk kink friction constant
F driving force density, (12.2) [chapter 12]
Fc critical driving force density
Fde detachment force
F (h) constrained free energy
Fα

i force on filament i from motor α
Fij filament interaction force
Fk kink force
Fp point force, (12.4)
Fst stall force
∆Fw free energy of confinement
f stretching force
fcr crossover force scale, (9.8)
fd desorbing (unzipping) force
f∗d most frequent desorption force
fd,c threshold force for desorption
feff effective force, (9.17)
fk stretching force scale, (9.8)
fk,cr inextensibility force scale, (9.31), (9.32), (9.33)
fκ discreteness force scale, (9.8)
fL finite size force scale, (9.8)
fp fluctuation eigenfunctions, (12.16)
f(r,u, t) average number density of filaments, (14.5)
fW free energy (per length) of adsorption, (11.7)
G attempt frequency product
G∆ attractive potential strength, (10.1)
∆G(h) free energy as a function of polymer height
g free energy of stretched desorbed polymer, (11.12)
∆Gb energy barrier for desorption
Γ matrix of translational friction coefficients, (14.1)
Γ‖ parallel friction coefficient
Γ⊥ perpendicular friction coefficient
Γθ rotational friction coefficient, (14.2)
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γ polymer friction constant, (12.3)
H2 filament interaction Hamiltonian, (13.1), (13.2)
H̄2 linker-mediated filament interaction
h height of polymer end
i filament index
J kink nucleation rate [chapter 12]
J effective pairwise filament attraction (per length) [chapter 13]
J∗ critical pairwise attraction
j kink nucleation rate (per length)
K equilibrium constant crosslinker binding, (13.5)
Kn roots, (12.11)
k spring stretching modulus
kd desorption rate, (11.13)
κ bending rigidity
κc center of mass bending rigidity
κr reduced bending rigidity
L projected polymer/filament length
Leff effective filament length
Lc polymer contour length
Ld desorbed length
Lf extension in force direction, (9.7)
Lm length of polymeric motor tail
Lp, L̃p persistence lengths, (7.2), (7.1)
L⊥ perpendicular system size
` channel width
`a attractive potential width (10.1)
`z channel height
λ deflection length, (8.4)
λp deflection length parabolic channel, (8.8)
Mα

i torque on filament i from motor α
N filament number
Ni number of motor on filament i
ni crosslinker occupation number filament i, (13.1)
ν‖ correlation length exponent
Ω scaling function, (10.8)
Ωa attractive potential well scaling function, (10.15)
Ω0 free polymer scaling function, (10.5)
ωp fluctuation eigenvalues, (12.16)
Φ∆ orientation dependence, (10.1)
φ(s) tangent angles
φp normal modes, (12.14)
ψα,E special eigenfunction, (10.11)



182 Part II. List of Symbols

ql(x) normal modes, (8.10)
Rco contact curvature radius
Ru rotational operator
r positional vector
ri filament center of mass position
rα
i position of motor head α on filament i
ρeq equilibrium kink density
ρ kink density
ρ rod density
ρc critical rod density, (14.7)
ρk(x) kink density profile
s arc length
S nematic order parameter
σ motor density
T temperature (in energy units, i.e., kB ≡ 1)
T2D(s, s′) tangent correlation function
Teff effective temperature
t time
tsc characteristic time
t tangent vector
tcr polymer crossing time
t∗d most frequent desorption time
tp persistence time of filament walk
tx x-component of tangent
t⊥ perpendicular component of tangent
θ segment distribution exponent
θa attractive potential well segment distribution exponent, (10.14)
θa,r attractive potential well and hard wall segment distribution exponent, (10.16)
θi filament orientation angle
θ(s) tangent angle
ui filament orientational unit vector
V potential
V0 depth of harmonic potential (12.2)
Va attractive potential, (10.1)
Vch, V` confining channel potentials, (8.2)
Vp point force potential, (12.4)
Vr repulsive hard core potential
v kink velocity, (12.10)
v gradient or tangent vector
v̄ dimensionless velocity
v(F) motor force-velocity relation, (14.3)
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vF mean filament velocity
vmax maximal motor velocity
vsc characteristic velocity
W attractive potential strength, (10.1)
W̄ linker-mediated attractive potential strength
TW̄ steric mean-field interaction
W1 adhesive energy of a linker group
Wc critical potential strength
Weff effective potential strength, (11.5)
w reduced potential strength
w motor capture radius
wk kink width, (12.6)
Xp expansion coefficients, (12.14)
X1 crosslinker concentration on filament, (13.5)
X1,c critical crosslinker concentration
x coordinate of preferred orientation
xα

i position of motor α on filament i, (14.3)
xsc characteristic length
xk kink position, (12.14)
xp point force location, (12.4)
ξ‖ correlation length
ξf blob length, (9.9)
ξp filament walk persistence length, (14.4)
z displacement vector
z̄ filament bundle center of mass
zk(x) kink configuration
zm midpoint position
zn(x) nucleus configuration
Z (restricted) partition sum
ZE ground state partition sum
ζ thermal noise
ζi thermal random force on filament i, (14.1)
ζθ,i thermal random torque on filament i, (14.2)
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